UNIQUE CONTINUATION PRINCIPLES AND THEIR ABSENCE FOR SCHRÖDINGER EIGENFUNCTIONS ON COMBINATORIAL AND QUANTUM GRAPHS AND IN CONTINUUM SPACE
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Abstract. For the analysis of the Schrödinger and related equations it is of central importance whether a unique continuation principle (UCP) holds or not. In continuum Euclidean space quantitative forms of unique continuation imply Wegner estimates and regularity properties of the integrated density of states (IDS) of Schrödinger operators with random potentials. For discrete Schrödinger equations on the lattice only a weak analog of the UCP holds, but it is sufficient to guarantee the continuity of the IDS. For other combinatorial graphs this is no longer true. Similarly, for quantum graphs the UCP does not hold in general and consequently, the IDS does not need to be continuous.

1. Introduction

Unique continuation properties for various function classes have been studied for many years. They are of great importance when addressing uniqueness of solutions of partial differential equations, the propagation or regularity of solutions, and their growth behaviour. More recently, they have been successfully applied in the spectral theory of random Schrödinger operators, for instance to prove Wegner estimates and establish regularity properties of the integrated density of states (IDS).

On the other hand it is well-known that for discrete Schrödinger operators on the lattice $\mathbb{Z}^d$ the analogue of the UCP does not hold. This poses a serious difficulty for the analysis of discrete Schrödinger operators. This is exemplified by the fact that there is still no proof of localisation for the multidimensional Anderson model with Bernoulli disorder while this has been established for the seemingly more difficult analogous problem in continuum space in [BK05]. Nevertheless, a certain weaker version of unique continuation, namely non-existence of finitely supported eigenfunctions, allows at least to conclude that the IDS of discrete Schrödinger operators on $\mathbb{Z}^d$ is continuous. This, however, uses specific properties of the underlying combinatorial graph $\mathbb{Z}^d$ and does not need to be true for Laplace or Schrödinger operators on other graphs. A prominent example for this phenomenon is the Laplace operator on a subgraph of $\mathbb{Z}^d$, generated by (random) percolation. Another example is the discrete Laplacian on the Kagome lattice which is a planar graph exhibiting eigenfunctions with finite support. In both examples finitely supported eigenfunctions lead to jumps of the IDS. The two properties are actually in a sense equivalent. However, there is a condition on planar graphs, namely non-positivity of

Key words and phrases. eigenfunctions – unique continuation – Schrödinger equation – Wegner estimate – Integrated density of states.

©2017 by the authors. Faithful reproduction of this article, in its entirety, by any means is permitted for non-commercial purposes. 2017/02/15, Peyerimhoff-Geometry’03’02’17.tex.
of the so-called corner curvature, which excludes the existence of finitely supported eigenfunctions.

For quantum graphs, more precisely, for Schrödinger operators on metric graphs, the UCP does not hold in general as well. On the one hand, this can be understood as a consequence of the phenomenon encountered for planar graphs, since there is a way to “translate” spectral properties of equilateral quantum graphs to spectral properties of the underlying combinatorial graph. On the other hand, as soon as the underlying combinatorial graph has cycles, the Laplacian on the corresponding equilateral quantum graph carries compactly supported, so-called Dirichlet eigenfunctions on these cycles which can again lead to jumps in the IDS.

The paper is structured as follows: In Section 2 we discuss unique continuation principles for Schrödinger equations on subsets of \(\mathbb{R}^d\). Then, in Section 3, we turn to analogous discrete equations on the Euclidean lattice graph \(\mathbb{Z}^d\), where we present both positive and negative results concerning unique continuation. Section 4 is devoted to subgraphs of the Euclidean lattice \(\mathbb{Z}^d\), generated by percolation, i.e. by random removing vertices. There, finitely supported eigenfunctions exist leading to jumps in the IDS. After that, in Section 5, we introduce the Kagome lattice as an example of a planar graph which exhibits finitely supported eigenfunctions and then present a combinatorial curvature condition which can ensure the non-existence of such finitely supported eigenfunctions. The final Section 6 is devoted to quantum graphs. We explain how properties from the underlying combinatorial graph translate to the lattice graph and study the IDS.

2. Unique continuation for solutions in continuum space

Throughout this article we will use the following notation: A measurable function \(f\) on a domain \(A \subset \mathbb{R}^d\) is in \(L^p(A)\), if \(\|f\|_{L^p(A)} = \|f\|_p < \infty\), where \(\|f\|_p = (\int_A |f|^p)^{1/p}\) if \(1 \leq p < \infty\) and \(\|f\|_\infty = \text{esssup}_A |f|\), the essential supremum with respect to the Lebesgue measure. If \(B \subset A\), we write \(\|f\|_{L^p(B)} = \|\chi_B f\|_{L^p(A)}\), where \(\chi_B\) is the characteristic function of the set \(B\), i.e. \(\chi_B(x) = 1\) if \(x \in B\) and 0 else. The function \(f\) is said to be in \(H^{k,p}\), \(k \in \mathbb{N}\), if \(f\) and all weak derivatives of \(f\) up to \(k\)-th order are in \(L^p\). For a vector \(x \in \mathbb{R}^d\) we will denote by \(|x| = (x_1^2 + \ldots x_d^2)^{1/2}\) its Euclidian norm. The (open) ball of radius \(r > 0\) around \(x \in \mathbb{R}^d\) is denoted by \(B(x,r) = \{y \in \mathbb{R}^d : |x - y| < r\}\). Furthermore, for \(L > 0\) and \(x \in \mathbb{R}^d\), we will call \(\Lambda_L(x) = x + (-L/2, L/2)^d \subset \mathbb{R}^d\) the \(d\)-dimensional cube of sidelength \(L\), centered at \(x\). If \(x = 0\), we will simply write \(\Lambda_L\).

**Definition 2.1.** A class of functions \(\mathcal{F}\) on a connected domain \(A \subset \mathbb{R}^d\) has the unique continuation property (UCP), if for every nonempty and open \(U \subset A\) every \(f \in \mathcal{F}\) vanishing on \(U\) must vanish everywhere. If every eigenfunction of a partial differential operator \(D\) has the UCP then we say that the operator \(D\) has the UCP.

Standard examples of operators having the UCP include the Laplace operator \(\Delta\) or elliptic operators with analytic coefficients. A breakthrough result was due to Carleman [Car39] in 1939 who proved that \(-\Delta + V\) with \(V \in L^\infty_{\text{loc}}\) has the UCP by using inequalities which are nowadays referred to as Carleman estimates. We shall first have a look at some unique continuation properties which at first sight are weaker than the above definition. In order to illustrate the mechanism how Carleman estimates imply unique continuation let us recall a proof of the following result, see [KRS87].
Proposition 2.2 (Unique continuation from a half space, [KRS87]). Let $d \geq 3$, $p = 2d/(d+2)$ and $V \in L^{d/2}(\mathbb{R}^d)$. Then every $u \in H^{2,p}(\mathbb{R}^d)$ satisfying $|\Delta u| \leq |Vu|$ which vanishes on a half space must vanish everywhere.

In fact, we are going to show a slightly stronger statement. By an infinite slab of width $\epsilon$, we denote a set $S \subset \mathbb{R}^d$ which is a translation and rotation of $$\{x \in \mathbb{R}^d; 0 < x_1 < \epsilon, x_2, \ldots, x_d \in \mathbb{R}\}.$$ In dimension $d = 2$, an infinite slab would be an infinite strip.

Proposition 2.3 (Unique continuation from a slab). Let $d \geq 3$, $p = 2d/(d+2)$ and $V \in L^{d/2}(\mathbb{R}^d)$. Then every $u \in H^{2,p}(\mathbb{R}^d)$ satisfying $|\Delta u| \leq |Vu|$ which vanishes on a infinite slab of width $\epsilon > 0$ must vanish everywhere.

The proof relies on the following Carleman estimate, which can be found e.g. in [KRS87].

Theorem 2.4. Let $d \geq 3$, $p = 2d/(d+2)$ and $q = 2d/(d-2)$. Then there is a constant $C > 0$ such that for all $\nu \in \mathbb{R}^d$, all $\lambda \in \mathbb{R}$ and all $u$ with $e^{\lambda \langle \nu, x \rangle}u \in H^{2,p}(\mathbb{R}^d)$ we have

$$\|e^{\lambda \langle \nu, x \rangle}u\|_{L^q(\mathbb{R}^d)} \leq C\|e^{\lambda \langle \nu, x \rangle} \Delta u\|_{L^p(\mathbb{R}^d)}.$$ 

Proof of Proposition 2.3. We choose $\rho > 0$ such that $\|V\|_{L^{d/2}(S_\rho)} \leq 1/(2C)$ for all infinite slabs $S_\rho$ of width $\rho$ where $C$ is the constant from Theorem 2.4. By translation and rotation, we may assume that $u$ vanishes on the slab $\{x \in \mathbb{R}^d : -\epsilon < x < 0\}$ and it suffices to show $u \equiv 0$ in $S_\rho := \{x \in \mathbb{R}^d : 0 < x < \rho\}$. Let now $\chi \in C^\infty(\mathbb{R}^d)$ such that $\chi \equiv 0$ if $x_1 < -\epsilon$ and $\chi \equiv 1$ if $x_1 > 0$. We estimate, using Hölder's inequality and $|\Delta u| \leq |Vu|$ to obtain for all $\lambda > 0$

$$\|e^{-\lambda x_1}\|_{L^q(S_\rho)} \leq \|e^{-\lambda x_1} \chi u\|_{L^q(S_\rho)} \leq C\|e^{-\lambda x_1} \Delta (\chi u)\|_{L^p(\mathbb{R}^d)} \leq C\|e^{-\lambda x_1} \Delta u\|_{L^p(S_\rho) \setminus S_{\rho'}} \leq C\|e^{-\lambda x_1} V u\|_{L^p(S_\rho)} + C\|e^{-\lambda x_1} \Delta (\chi u)\|_{L^p(S_\rho) \setminus S_{\rho'}} \leq C\|V\|_{L^{d/2}(\mathbb{R}^d)} \cdot \|e^{-\lambda x_1} u\|_{L^q(S_\rho)} + C\|e^{-\lambda x_1} \Delta u\|_{L^p(\mathbb{R}^d)} \leq \frac{1}{2}\|e^{-\lambda x_1} u\|_{L^q(S_\rho)} + C\|e^{-\lambda} \Delta u\|_{L^p(\mathbb{R}^d)},$$

where $q$ is the exponent from Theorem 2.4. Subtracting the first summand on the right hand side and multiplying by $e^{\lambda x_1}$, one finds

$$\|e^{\lambda(x_1-\chi)} u\|_{L^q(S_\rho)} \leq 2C\|\Delta u\|_{L^p(\mathbb{R}^d)}$$

for all $\lambda > 0$. This is only possible if $u \equiv 0$ in $S_\rho$. $\square$

Now one is in the position to conclude unique continuation properties of other domains.

Proposition 2.5 (Outside-in and inside-out unique continuation, [KRS87]). Let $u \in H^{2,p}(\mathbb{R}^d)$ satisfy $|\Delta u| \leq |Vu|$ for a $V \in L^{d/2}(\mathbb{R}^d)$.

i) If $u$ vanishes outside of an open ball of radius $\rho > 0$, it must vanish everywhere.

ii) If $u$ vanishes on an open ball of radius $\rho > 0$, it must vanish everywhere.
Part i) is a special case of Proposition 2.2, while the proof of Part ii) is based upon the transformation \( u(x) \mapsto \tilde{u}(x) := u(x/|x|^2) \cdot |x|^{-(d-2)} \).

So far, we found that eigenfunctions vanishing on half-spaces, slabs, outside and inside of balls must vanish everywhere. In particular, the latter implies the notion of unique continuation as in Definition 2.1. The assumption \( V \in L^{d/2}(\mathbb{R}^d) \) can be substantially relaxed, but we are not going to focus our attention on this issue and refer to the references [Wol92, Wol95, KT01]. We emphasize, however that we exploited rotational symmetry and the transformation \( x \mapsto x/|x|^2 \). On the lattice \( \mathbb{Z}^d \) this is not going to work any more.

While unique continuation itself has turned out to be a useful tool for many applications [JK85, EKPV12], in some situations, more information is required. We speak of Quantitative unique continuation if a function which is “small” on \( U \) cannot be “too large” on the whole domain \( A \). Of course the notion of smallness needs some clarification. It can be formulated in terms of different norms, local maxima, etc. and there is a connection to vanishing speed of functions in a neighbourhood of their zero set. We are going to cite some cases of quantitative unique continuation principles and some resulting applications.

The first example concerns vanishing speed of solutions of the Laplace-Beltrami operator on compact manifolds with the explicit dependence \( e^{\sqrt{E}} \) on the eigenvalue - a term that we will encounter later on. It is due to [DF88] and follows by combining Thm. 4.2 (i) with the second displayed formula on p. 174 in [DF88].

**Theorem 2.6.** Let \( M \) be a closed, compact \( C^\infty \) Riemannian manifold. Then there are constants \( C_1, C_2 \geq 0 \) such that for every \( u \neq 0 \) and \( -\Delta u = Eu \) and every \( x_0 \in M \), we have

\[
\epsilon^{C_1+C_2\sqrt{E}}, \max_{x \in M} |u(x)| \leq \max_{x \in B(x_0,\epsilon)} |u(x)| \quad \text{for small enough } \epsilon > 0
\]

i.e. \( u \) can at most vanish of order \( C_1 + C_2\sqrt{E} \).

In particular, if an eigenfunction \( u \) of the Laplace-Beltrami operator is zero in a non-empty open set, it certainly vanishes of infinite order and thus \( u \equiv 0 \), i.e. it has the UCP. In [Bak13], similar results were proven for a larger class of second order differential operators which allowed for a potential and first order terms.

Now we turn to vanishing properties at infinity. In this setting, one wants to understand the fastest possible rate at which a function can decay as the norm of its argument tends to infinity.

**Theorem 2.7** (Quantitative UCP for eigenfunctions of Schrödinger operator, [BK05]). Assume \( \Delta u = Vu + \gamma \) in \( \mathbb{R}^d \), \( u(0) = 1 \), \( |u| \leq C \) and \( \|V\|_\infty \leq C \). Then there are \( C_1, C_2 > 0 \) such that for every \( x_0 \in \mathbb{R}^d \), we have

\[
\max_{|x-x_0| \leq 1} |u(x)| + \|\gamma\|_\infty > C_1 \exp \left(-C_2(\log|x_0|)|x_0|^{4/3}\right).
\]

Theorem 2.7 was an essential ingredient in proving spectral localization, i.e. almost sure occurrence of dense pure point spectrum with exponentially decaying eigenfunctions for the Anderson-Bernoulli model

\[
H_\omega = -\Delta + V_\omega, \quad V(x) = \sum_{j \in \mathbb{Z}^d} \omega_j u(x-j)
\]
where \( \omega_j \) are independent and identically distributed Bernoulli random variables (i.e. they are either 0 or 1) and \( \phi \) is a smooth, positive, compactly supported single-site potential.

While localization has been well established before in the case of the \( \omega_j \) having an absolutely continuous (with respect to the Lebesgue measure) probability measure, see e.g. [Sto01, GK13], the case of Bernoulli distributed random variables had been more challenging and Theorem 2.7 turned out to be an essential ingredient in the proof. In fact, since there is no lattice analogue of Theorem 2.7, the question of localisation for the Anderson-Bernoulli model on the lattice \( \mathbb{Z}^d \) is still open, except in the case of dimension \( d = 1 \) where different methods are available, see [CKM87], Theorem 2.1.

In order to formulate the next result, we need to define the density of states (DOS) and the integrated density of states (IDS). Let \( V \in L^\infty(\mathbb{R}^d) \) and \( H = -\Delta + V \) on \( L^2(\mathbb{R}^d) \). For a \( d \)-dimensional cube \( \Lambda \), we call \( H_\Lambda \) the restriction of \( H \) to \( L^2(\Lambda) \) with Dirichlet boundary conditions (i.e. by prescribing the value 0 at the boundary of \( \Lambda \)). Its spectrum consists of an increasing sequence of eigenvalues of finite multiplicity with the only accumulation point at \(+\infty\). The finite volume density of states measure \( \eta_\Lambda \) is defined by

\[
\eta_\Lambda(B) := \frac{1}{|\Lambda|^d} \# \{ \text{Eigenvalues of } H_\Lambda \text{ in } B \}
\]

for any Borel set \( B \subset \mathbb{R} \). Here and in the sequel we count eigenvalues according to their multiplicity. If the potential \( V \) is periodic, the density of states measure can be defined as the limit

\[
\eta(B) := \lim_{L \to \infty} \eta_{\Lambda_L}(B).
\]

More generally, if we have an ergodic random family \( \{V_\omega\}_{\omega \in \Omega} \) of potentials, there is convergence of the integrated density of states to a non-random function

\[
N(E) := \lim_{L \to \infty} \eta_{\Lambda_L,f}((-\infty,E])
\]

for almost every \( E \) and almost every \( \omega \in \Omega \). For generic Schrödinger operators, \( \eta \) might not be well-defined but one can still define the density of states outer-measure as

\[
\eta^*(B) := \limsup_{L \to \infty} \sup_{x \in \mathbb{R}^d} \eta_{\Lambda_{L,(x)}}(B),
\]

In [BK13], a version of Theorem 2.7 was applied to prove continuity of the density of states (outer-\)measure in dimension \( d = 2,3 \). The case of dimension \( d = 1 \) had already been proved in [CS83b].

**Theorem 2.8 ([BK13]).** Let \( H = -\Delta + V \) be a Schrödinger operator with bounded potential \( V \) and let the dimension \( d \in \{1,2,3\} \). Then for every \( E_0 \in \mathbb{R} \) there are constants \( C_1,C_2 \), depending only on \( E_0, \|V\|_\infty \) and \( d \) such that for every \( E \leq E_0 \) and every small enough \( \epsilon \)

\[
\eta^*((E,E+\epsilon)) \leq \frac{C_1}{(\log 1/\epsilon)^{C_2}},
\]

i.e. the density of states outer-measure is continuous.

If \( d = 1 \), one can choose \( C_2 = 1 \) and \( \epsilon \in (0,1/2) \) cf. Theorem 5.1 in [CS83b]. The restriction to dimension \( d \leq 3 \) is due to the exponent \( 4/3 \) in (an analogue of) ineq. (1) which originates from the particular Carleman inequality they use. In fact, if this
exponent was to be replaced by $\beta > 1$, then Theorem 2.8 would hold for all dimensions $d < \beta/(\beta - 1)$, whence it is desirable to reduce the exponent $4/3$ in ineq. (1) to 1. However there is a classic example [Mes92] which shows that this will not be feasible using Carleman estimates, whence new approaches to unique continuation will be required in order to lift the proof of Theorem 2.8 to higher dimensions.

We will now study scale-free unique continuation, i.e. we will study quantitative unique continuation results which hold uniformly over a large number of scales and geometric settings. For that purpose, we introduce the following definition:

**Definition 2.9.** Let $0 < \delta < 1/2$. We say that a sequence $Z = \{z_j\}_{j \in \mathbb{Z}^d}$ is $\delta$-equidistributed, if for every $j \in \mathbb{Z}^d$ we have $B(z_j, \delta) \subset j + \Lambda_1$. Corresponding to a $\delta$-equidistributed sequence and $L > 0$, we define

$$S_\delta(L) := \bigcup_{j \in \mathbb{Z}^d} B(z_j, \delta) \cap \Lambda_L.$$ 

The simplest example of a $\delta$-equidistributed set would be $\mathbb{Z}^d$ itself.

**Theorem 2.10 (Quantitative UCP for eigenfunctions, [RMV13]).** Fix $K_V \in [0, \infty)$ and $\delta \in (0, 1/2)$. Then there is a constant $C > 0$ such that for all $L \in \mathbb{N}_{\text{odd}} = \{1, 3, \ldots\}$, all measurable $V : \Lambda_L \to [-K_V, K_V]$ and all real-valued $\psi$ in the domain of the Laplace operator on $\Lambda_L$ with Dirichlet or periodic boundary condition satisfying

$$|\Delta \psi| \leq |V\psi|$$

we have

$$\|\psi\|_{L^2(S_\delta(L))}^2 \geq \left(\frac{\delta}{C}\right)^{C + CK_V^{2/3}} \|\psi\|_{L^2(\Lambda_L)}^2.$$ 

Theorem 2.10 is called a scale-free unique continuation principle because the constant on the right hand side does not depend on the scale $L$. It has been used to study the spectrum of random Schrödinger operators, more precisely the Delone-Anderson model

(2) $$H_\omega = -\Delta + V_\omega, \quad V_\omega(x) = \sum_{y \in D} \omega_y u(x - y)$$

where $u$ is a compactly supported, positive and bounded function, the $\omega_y$ are independent and identically distributed, bounded random variables with a bounded density and
Let \( D \subset \mathbb{R}^d \) be a Delone set. The latter means that there are \( 0 < L_1 < L_2 \) such that for all \( x \in \mathbb{R}^d \) we have \( \sharp \{ y \in D \cup \Lambda_{L_1} \} \leq 1 \) and \( \sharp \{ y \in D \cup \Lambda_{L_2} \} \geq 1 \). Every \( \delta \)-equidistributed set is a Delone set and every Delone set can (after scaling) be decomposed into a \( \delta \)-equidistributed set and some remaining set, see e.g. [RMV13]. In [RMV13], Theorem 2.10 was used to prove the following Wegner estimate:

**Theorem 2.11.** Let \( \{ H_{\omega} \}_{\omega \in \Omega} \) be a Delone-Anderson Hamiltonian as in (2). For every \( E_0 \) there is a constant \( C_W \) such that for all \( E \leq E_0 \), all \( \epsilon \leq 1/3 \), all \( L \in \mathbb{N}_{\text{odd}} \) we have

\[
\mathbb{E} \left[ \sharp \{ \text{Eigenvalues of } H_{\omega,L} \text{ in } [E - \epsilon, E + \epsilon] \} \right] \leq C_W \cdot \epsilon \cdot |\ln \epsilon|^d \cdot |\Lambda_L|.
\]

Wegner estimates serve as an induction anchor in the multi-scale analysis, an inductive process which establishes localization, i.e. the almost sure occurrence of pure point spectrum with exponentially decaying eigenfunctions for \( H_{\omega} \), at low energies. Note that the right hand side in Ineq. (3) is \( o(\epsilon^\theta) \) as \( \epsilon \to 0 \) for every \( \theta \in (0, 1) \). Therefore, if the integrated density of states of \( H_{\omega} \) exists, it will be (locally) H"older continuous with respect to any exponent \( \theta \in (0, 1) \). Since, however, the Delone-Anderson model is not necessarily ergodic, existence of its IDS is a delicate issue, see [GMRM15].

In [RMV13], the question had been raised if a similar statement as in Theorem 2.11 holds uniformly all for finite linear combination of eigenfunctions with eigenvalues below a threshold \( E_0 \). Such results had been known before, cf. [CHK03], albeit only in the special case where both the potential \( V \) and the Delone set \( D \) were \( \mathbb{Z}^d \)-periodic and without the explicit dependence on \( \delta \) and \( K_V \). They had led to Lipshitz continuity of IDS in the usual alloy-type or continuum Anderson model, cf. [CHK07]. However, the proof of these unique continuation principles had relied on Floquet theory which only allowed for the periodic setting and a compactness argument which yielded no information on the influence of the parameters \( \delta \) and \( K_V \). A partially positive answer to the question raised in [RMV13] was given in [Kle13] where Theorem 2.10 was generalized to linear combinations of eigenfunctions with eigenvalues in a small energy interval. This allowed to drop the \( \ln \epsilon \) term in (3). A full answer to the question raised in [RMV13] was given by the following Theorem.

**Theorem 2.12 ([NTTV15, NTTV16]).** There is \( N = N(d) \) such that for all \( \delta \in (0, 1/2) \), all \( \delta \)-equidistributed sequences, all measurable and bounded \( V : \mathbb{R}^d \to \mathbb{R} \), all \( L \in \mathbb{N} \), all \( E_0 \geq 0 \) and all \( \phi \in \text{Ran}(\chi_{(-\infty, E_0]}(H_L)) \) we have

\[
\| \phi \|^2_{L^2(S_{\delta}(L))} \geq \delta^N (1 + \| V \|_{L^2(\mathbb{R}^d)} + \sqrt{\mathbb{L}}) \| \phi \|^2_{L^2(\Lambda_L)}.
\]

Theorem 2.12 was a missing ingredient for treating new models of random Schrödinger operators such as the standard breather model: Let \( \{ \omega_j \}_{j \in \mathbb{Z}^d} \) be i.i.d. random variables on a probability space \((\Omega, \mathbb{P})\) which are distributed according to the uniform distribution on the interval \([0, 1/2] \) and define the standard breather potential

\[
V_\omega(x) := \sum_{j \in \mathbb{Z}^d} \chi_{B(x, \omega_j)}(x)
\]

where \( \chi_{B(x,r)} \) denotes the characteristic function of a ball of radius \( r \), centered at \( x \). Then, the standard breather model is the family of operators \( -\Delta + V_\omega, \omega \in \Omega \) on \( L^2(\mathbb{R}^d) \) and can be seen as a prototype for a random Schrödinger operator where the random variables enter in a non-linear manner.
Theorem 2.13 (Wegner estimate for the standard breather model, [NTTV15, TV15]). For every $E_0 \in \mathbb{R}$ there are $C > 0$, $0 < \theta < 1$ such that for every $E < E_0$, every $L \in \mathbb{N}$ and every small enough $\epsilon > 0$ we have

$$\mathbb{E} \left| \{\text{Eigenvalues of } H_{\omega, \Lambda_L} \text{ in } [E - \epsilon, E + \epsilon] \} \right| \leq C \epsilon^\theta L^d. $$

This implies (non-uniform) Hölder continuity at $E$ of order $\theta$ of the corresponding IDS and can be used to establish localization for the standard breather model via multi-scale analysis.

Actually, Theorem 2.13 holds in a much more general setting, see [NTTV16]. We only mention here the (general) random breather model in which the characteristic functions of balls with random radii are replaced by random dilations of radially decreasing, compactly supported, bounded and positive function $u$

$$V_\omega(x) = \sum_{j \in \mathbb{Z}^d} u \left( \frac{x - j}{\omega_j} \right).$$

Examples for $u$ are the smooth function

$$u(x) = \exp \left( -\frac{1}{1 - |x|^2} \right) \chi_{|x| < 1},$$

or the hat potential

$$u(x) = \chi_{|x| < 1}(1 - |x|).$$

Another application of Theorem 2.12 concerns decorrelation estimates and the spectral statistics of random Schrödinger operators in dimension 1, cf. [Shi15].

Theorem 2.12 can also be applied in the context of control theory for the heat equation to show null controllability for the heat equation. More precisely, Theorem 2.12 can be used to give more explicit statements in the context of results obtained in [RL12], cf. [NTTV16].
3. Unique continuation problem for solutions on Euclidean lattice graphs

**Definition 3.1** (Discrete Laplacian on $\mathbb{Z}^d$). We define the discrete Laplacian on functions $f : \mathbb{Z}^d \to \mathbb{C}$ as

$$(\Delta f)(i) = \sum_{j \sim i} (f(j) - f(i)) = \sum_{j \sim i} f(j) - 2d \cdot f(i),$$

where $i \sim j$ means that $i$ is a direct neighbour of $j$, i.e. $|i - j| = 1$.

**Remark 3.2** (Why is this called “Laplacian”?). If we think of $(f(i))_{i \in \mathbb{Z}^d}$ as evaluations of a function $f : \mathbb{R}^d \to \mathbb{C}$ on the points $i \in \mathbb{Z}^d$ and approximate the difference quotient $(f(x + \epsilon) - f(x))/\epsilon$ with $\epsilon = 1$, the minimal coarsness possible, we find

$$f'(i + 1/2) \approx f(i + 1) - f(i) \quad \text{and} \quad f'(i - 1/2) \approx f(i) - f(i - 1)$$

whence

$$f''(i) \approx f'(i + 1/2) - f'(i - 1/2) \approx f(i - 1) - 2f(i) + f(i + 1).$$

In dimension $d$, this translates to

$$(\Delta f)(i) \approx \sum_{j \sim i} f(j) - 2d \cdot f(i)$$

In the following examples we consider $-\Delta + V$ where $V : \mathbb{Z}^d \to \mathbb{R}$.

**Example 3.3** (Unique Continuation from half spaces in $\mathbb{Z}^d$ with border parallel to an axis). Let $f : \mathbb{Z}^d \to \mathbb{C}$ satisfy $(-\Delta + V)f = 0$ on $\mathbb{Z}^d$ and $f(j) = 0$ for all $j = (j_1, ..., j_d) \in \mathbb{Z}^d$ with $j_1 \leq 0$. Let $i \in \mathbb{Z}^d$ with $i_1 = 0$. Then

$$-\sum_{j \sim i} f(j) + (2d + V(i))f(i) = 0$$

but the only unknown term is $f((1, i_2, ..., i_d))$ and therefore must be zero. We see that $f$ must be zero on the slab $\{j \in \mathbb{Z}^d : j_1 = 1\}$. Inductively, we find $f \equiv 0$ in every slab of width 1 whence $f = 0$ on $\mathbb{Z}^d$. By the very same argument we establish unique continuation from a slab $\{(j_1, ..., j_d) \in \mathbb{Z}^d : j_1 = k \text{ or } k + 1\}$ of width 2.

**Example 3.4** (No unique continuation from a double slab where one point has been omitted). For the one omitted point, we can prescribe any value. Then, there is a unique continuation (by induction over infinite slabs of width 1). Therefore, we have a 1-dimensional family of possible continuations.
Example 3.5 (No unique continuation from a double slab, where $n$ points have been omitted). We prescribe values for the $n$ points and find a unique continuation. Therefore, we have an $n$-dimensional family of possible continuations.

Example 3.6 (No unique continuation from a half space with border in a $45^\circ$ angle to the axes). For simplicity, we consider the case $d = 2$ and $V = 0$. Let $f: \mathbb{Z}^2 \to \mathbb{C}$ satisfy $\Delta f = 0$ on $\mathbb{Z}^2$ and $f \equiv 0$ on a diagonal half-space $\{(j_1, j_2) \in \mathbb{Z}^2: j_1 + j_2 \leq 0\}$. This does not imply $f \equiv 0$ on $\mathbb{Z}^d$. In fact, as soon as a value of $f$ on an additional point in the anti-diagonal line $\{(j_1, j_2): j_1 + j_2 = 1\}$ is given, then the values on the whole anti-diagonal can be recovered successively from the equations

$$0 = \sum_{j \sim i} f(j) - 4f(i)$$

for $i$ in $\{i \in \mathbb{Z}^2: (i_1 + i_2) = 0\}$, cf. Figure 4. Inductively, we find that there is one degree of freedom in every infinite anti-diagonal $\{(j_1, j_2): j_1 + j_2 = k\}_{k \in \mathbb{N}}$ and we found an infinite dimensional family of possible continuations.

This illustrates the difference to the $\mathbb{R}^d$ case: While $\mathbb{R}^d$ is invariant under rotations, $\mathbb{Z}^d$ is not whence some unique continuation properties only hold in certain directions. However, the next proposition shows that on $\mathbb{Z}^2$, the half-spaces with border in a $45^\circ$ angle to the axes are the only ones for which unique continuation fails.

**Proposition 3.7** (Unique continuation in $\mathbb{Z}^2$ from half spaces in almost all directions). Let $f: \mathbb{Z}^2 \to \mathbb{C}$ satisfy $\Delta f = 0$ on $\mathbb{Z}^2$ and $f \equiv 0$ on a half-space $\{j \in \mathbb{Z}^2: \langle j, \nu \rangle \leq \alpha\}$ where $\nu$ is not parallel to $(1, 1)$ or $(-1, 1)$, i.e. the border of the half-space is not in a $45^\circ$ angle to an axis. Then $f \equiv 0$ on $\mathbb{Z}^d$.

**Proof.** By symmetry between the coordinate axes and reflection, we may assume $\nu = (1, \lambda)$ where $\lambda \in [0, 1)$. Similar considerations as in Example 3.6 show that $u$ will vanish on the anti-diagonal line $\{j \in \mathbb{Z}^2: j_1 + j_2 = c\}$ as soon as $u$ vanishes on a set $Q_{c_1, c_2} := \{j \in \mathbb{Z}^2: j_1 \leq c_1, j_2 \leq c_2\}$ with $c_1 + c_2 = c$. Hence, it suffices to show that for every $c \in \mathbb{Z}$, there is $(c_1, c_2) \in \mathbb{Z}^2$ with $c_1 + c_2 = c$ such that $Q_{c_1, c_2} \subset \{j \in \mathbb{Z}^2: \langle j, \nu \rangle \leq \alpha\}$. This is the case if

$$c_1 + \lambda c_2 \leq \alpha \quad \text{and} \quad c_1 + c_2 = c$$

and a possible choice is $c_1 = c - \left[(c - \alpha)/(1 - \lambda)\right]$, $c_2 = c - c_1$, where $[x]$ denotes the least integer larger or equal than $x$. \hfill \square

Example 3.8 (Inside-out continuation does not work on $\mathbb{Z}^d$). If $(-\Delta + V)f = 0$ on $\mathbb{Z}^d$ and $f = 0$ on a finite set $G \subset \mathbb{Z}^d$, we do not have $f \equiv 0$ on $\mathbb{Z}^d$. In fact, $G$ is contained in a half-space the border of which is in a $45^\circ$ angle to a coordinate axis and even if $f$ vanished on the entire half space, we have seen that this cannot ensure a unique continuation.

Example 3.9 (Outside-in continuation works on $\mathbb{Z}^d$). If however $(-\Delta + V)f = 0$ on $\mathbb{Z}^d$ and $f$ vanishes outside of a bounded set $G$, then $f$ vanishes on a half-space (with borders parallel to the axes) and therefore must vanish everywhere.

So far, we encountered a couple of negative examples in which properties valid on $\mathbb{R}^d$ do not hold any more on $\mathbb{Z}^d$. Nevertheless, inside-out unique continuation which holds on $\mathbb{Z}^d$ is sufficient to ensure continuity of the IDS of operators $-\Delta + V$ for ergodic
Prescribing the value \( \alpha \) in one point of the dotted strip completely determines \( f \) on the dotted strip.

Figure 4. No unique continuation from a half space with border in a 45° angle to the axes

\[
\begin{array}{ccccccc}
0 & 0 & 0 & \alpha & -8\alpha + \beta & * & * \\
0 & 0 & 0 & 0 & -4\alpha - \beta & * & * \\
0 & 0 & 0 & 0 & 0 & \beta & * \\
0 & 0 & 0 & 0 & 0 & 0 & \alpha
\end{array}
\]

\( f \) given

\( f \) uniquely determined

\[V : \mathbb{Z}^d \to \mathbb{R}\] on the Hilbert space \( \ell^2(\mathbb{Z}^d) = \{ f : \mathbb{Z}^d \to \mathbb{C} | \sum_{i \in \mathbb{Z}^d} |f(i)|^2 < \infty \}\), cf. [DS84]. Henceforth, when we speak about eigenfunctions, we always mean \( \ell^2 \)-eigenfunctions. Let us explain their argument:

Outside-in continuation implies that there are no finitely supported eigenfunctions. In fact, if this was not true, one could take a large box which contains the support of the eigenfunction. Outside the function is 0, but by outside-in unique continuation, it follows that the function must be 0 everywhere. By linearity, this implies that every eigenfunction of \( -\Delta + V |_{\Lambda_L} \) with eigenvalue \( E \) will be uniquely determined by its entries on \( \partial(2)\Lambda_L \), the set of sites in \( \mathbb{Z}^d \) with distance at most 2 to the complement of \( \Lambda_L \). Now, continuity of the IDS at a point \( E \in \mathbb{R} \) is equivalent to the vanishing of

\[
\lim_{L \to \infty} \frac{1}{|\Lambda_L|^2} \{ \text{Eigenfunctions of } -\Delta + V |_{\Lambda_L} \text{ with eigenvalue } E \}.
\]

where \( -\Delta + V |_{\Lambda_L} \) denotes the restriction of \( -\Delta + V \) to \( \{ j \in \mathbb{Z}^d : j \in \Lambda_L \} \) with simple boundary conditions, i.e. the finite submatrix of \( \{ \langle \delta_i, (-\Delta + V) \delta_j \rangle \}_{i,j \in \mathbb{Z}^d} \), corresponding to \( i, j \in \Lambda_L \cap \mathbb{Z}^d \). By our considerations on unique continuation of eigenfunctions, the right hand side of Ineq. (6) is bounded from above by

\[
\lim_{l \to \infty} \frac{|\partial(2)\Lambda_L|}{|\Lambda_L|} = 0.
\]

For the sake of completeness, we also mention that in 1981, Wegner showed Lipschitz continuity of the IDS and boundedness of the DOS for the usual Anderson model on \( \mathbb{Z}^d \)

\[ (H_\omega f)_i = (-\Delta f)_i + \omega_i \cdot f_i \quad i \in \mathbb{Z}^d \]

in the case where the random variables \( \omega_j \) are distributed according to a probability measure with a bounded density, cf. [Weg81]. Furthermore, with considerably more effort than in [DS84], Craig and Simon [CS83a] established log-Hölder continuity of the IDS if the potential \( V : \mathbb{Z}^d \to \mathbb{R} \) is a bounded, ergodic field. This includes in particular the Anderson model with i.i.d. Bernoulli random variables. Finally, in [CKM87], Thm. 2.2 it is shown that in dimension \( d = 1 \), the IDS for the Anderson model with Bernoulli random
variables is not absolutely continuous, i.e. it does indeed inherit some irregularity from the random variables.

4. Finitely supported eigenfunctions and the IDS on percolation graphs

We will now study site percolation on \( \mathbb{Z}^d \). Let \( \{q_j\}_{j \in \mathbb{Z}^d} \) be an i.i.d. collection of Bernoulli random variables on some probability space \((\Omega, \mathbb{P})\) with parameter \( p \in (0, 1) \), i.e.

\[
\mathbb{P}(q_j = 1) = p \quad \text{and} \quad \mathbb{P}(q_j = 0) = 1 - p.
\]

We call \( X(\omega) := \{ j \in \mathbb{Z}^d : q_j = 1 \} \subset \mathbb{Z}^d \) the set of active sites for the configuration \( \omega \in \Omega \). We say that \( i, j \in X(\omega) \) are direct neighbours if they are direct neighbours in \( \mathbb{Z}^d \). \( X(\omega) \) can be decomposed as a disjoint union of connected components, i.e. into subsets in which all sites are mutually joined by a path in \( X(\omega) \) of direct neighbours.

The adjacency matrix \( H_\omega \) on \( X(\omega) \) is given by

\[
(H_\omega f)_i = \sum_{j \in X(\omega) : i \sim j} f_j.
\]

For a finite box \( G \subset \mathbb{Z}^d \) let \( H_{\omega,G} \) denote the restriction of \( H_\omega \) to \( G \cap X(\omega) \). Then the finite volume normalized eigenvalue counting function on a box \( \Lambda_L \subset \mathbb{Z}^d \) of side length \( L \) is defined as

\[
N^L_\omega(E) := \frac{\#\{\text{Eigenvalues } E_k \text{ of } H_{\omega,\Lambda_L} \text{ with } E_k \leq E\}}{|\Lambda_L|}.
\]

Similarly to the continuum case, one can thus define the integrated density of states \( N(E) \) as a limit of finite volume normalized eigenvalue counting functions, at least on the points where \( N(E) \) is continuous. We present here some results taken from [Ves05].

**Theorem 4.1** ([Ves05]). There is \( \Omega' \subset \Omega \) of full measure and a distribution function \( N \) (the IDS of \( H_\omega \)) such that for all \( \omega \in \Omega' \) and all continuity points of \( N \) we have

\[
\lim_{L \to \infty} N^L_\omega(E) = N(E).
\]

In contrast to the usual continuum Anderson model, the IDS for percolation graphs will be more irregular and have jumps. This is due to the fact that \( X(\omega) \) almost surely contains finite connected components on which the restriction of \( H_\omega \) will carry \( \ell^2(\mathbb{Z}^d) \)-eigenfunctions of finite support. Hence, if an eigenfunction is zero outside some large box, the box might still contain a finite component of \( X(\omega) \) on which we non-zero eigenfunctions can be found. Therefore, the outside-in unique continuation principle which had been used in the \( \mathbb{Z}^d \) case to show continuity of the IDS, fails.

**Proposition 4.2** ([CCF+86, Ves05]). The set of discontinuity points of \( N(E) \) is

\[
\mathcal{D} = \{ E \in \mathbb{R} : \exists \text{ finite } G \subset \mathbb{Z}^d \text{ and } f \in \ell^2(G) \text{ such that } H^G f = E f \}
\]

which is an infinite subset of the algebraic numbers.

Now, one might wonder whether one can still expect some regularity of the IDS. We start with a statement on the finite volume approximations.
Theorem 4.3 ([Ves05], Theorem 2.4). The normalized finite volume eigenvalue counting functions $N^L_\omega$ are right log-Hölder continuous at $E \in \mathcal{D}$ uniformly in $L$, i.e. for every $E \in \mathcal{D}$ there is a constant $C_E$ such that for all $\epsilon \in (0,1)$, $L \in \mathbb{N}$ and $\omega \in \Omega$ we have
\[
N^L_\omega(E + \epsilon) - N^L_\omega(E) \leq \frac{C_E}{\log(1/\epsilon)}.
\]
This immediately implies right log-Hölder continuity of $N$ and is actually sufficient to ensure the convergence of normalized finite volume eigenvalue counting functions.

Theorem 4.4 ([Ves05], Corollary 2.5). The IDS $N$ is right log-Hölder continuous and the convergence $\lim_{L \to \infty} N^L_\omega(E) = N(E)$ holds for all $E \in \mathbb{R}$.

We conclude our comments on the regularity of the IDS of percolation Hamiltonians by examining the effect of adding a random potential. Let
\[
(V_\omega f)_i = \eta_i f_i, \quad i \in X(\omega)
\]
where $\{\eta_j\}_{j \in \mathbb{Z}^d}$ is a process of positive, i.i.d. random variables independent of the percolation $\{q_j\}_{j \in \mathbb{Z}^d}$.

Theorem 4.5 ([Ves05], Theorem 2.6). If the probability measure corresponding to every $\eta_j$ has no atoms then the IDS of $H_\omega + V_\omega$ is continuous.

Most of the results of [Ves05] hold for more general random operators defined on $\ell^2(G)$ where $G$ is a countable amenable group (see also [AV08]). Furthermore, the pointwise convergence $\lim_{L \to \infty} N^L_\omega(E) = N(E)$ not only holds for all $E$, but actually uniformly in $E \in \mathbb{R}$, see [LV09] and the references given there.

5. Existence of finitely supported eigenfunctions on planar graphs

The graph Laplacian on $\mathbb{Z}^d$, defined in Definition 3.1, has the following natural generalization to arbitrary graphs $G = (\mathcal{V}, \mathcal{E})$ with vertex set $\mathcal{V}$ and edge set $\mathcal{E}$, with the only restriction of finite vertex degrees $|x| < \infty$ for all $x \in \mathcal{V}$: For a function $f : \mathcal{V} \to \mathbb{C}$, the (normalized) discrete Laplacian is given by
\[
\Delta_G f(x) = \frac{1}{|x|} \sum_{x \sim y} (f(x) - f(y)),
\]
where $x \sim y$ means that $x, y \in \mathcal{V}$ are connected by an edge. The normalization by the vertex degree is just a scaling factor of the operator in the case of a regular graph (i.e., $|x|$ constant for all $x \in \mathcal{V}$) such as $\mathbb{Z}^d$. For the rest of this note, we will use the normalized Laplacian.

A particular family of graphs are the planar graphs, that is, graphs which have a realization in $\mathbb{R}^2$ with non-crossing edges (edges can be curved and do not need to be straight lines). For simplicity, we often identify planar realizations and their underlying discrete graphs. The faces of (a realization of) a planar graph $G$ are the closures of the connected components of the complement $\mathbb{R}^2 \setminus G$. We have already seen that the planar graph $\mathbb{Z}^2$ with edges between nearest neighbours does not admit finitely supported eigenfunctions (the faces of this graph are the unit squares $[k, k+1] \times [l, l+1]$ with $k, l \in \mathbb{Z}$).
A particular planar graph admitting finitely supported eigenfunctions is the Kagome lattice. The Kagome lattice has attracted attention in the physics and mathematical physics community in connection with magnetic properties of certain crystal structures (see, e.g., [LHK+05, CCG+08]) and due to the emergence of butterfly spectra [Hou09, KRL14, HKRL16].

The Kagome lattice $K = (V, E)$ can be described as follows (see, e.g., [LPPV09]): Let $w_1 = 1$ and $w_2 = e^{\pi i/3}$. Then the vertex set $V$ is given by the disjoint union $V = (2\mathbb{Z} w_1 + 2\mathbb{Z} w_2) \cup (w_1 + 2\mathbb{Z} w_1 + 2\mathbb{Z} w_2) \cup (w_2 + 2\mathbb{Z} w_1 + 2\mathbb{Z} w_2)$.

A pair $x, y \in V$ is connected by a straight edge if and only if $|y - x| = 1$. The faces of this graph are regular triangles and hexagons, cf. Figure 5. It is easy to see that for a given hexagon

$$H = \{x_0, x_1, \ldots, x_5\} = \{z_0 + e^{k\pi i/3} | k = 0, 1, \ldots, 5\}$$

with $z_0 \in (2\mathbb{Z} + 1)w_1 + (2\mathbb{Z} + 1)w_2$, the function

$$F_H(x) := \begin{cases} 0, & \text{if } x \in V \setminus H, \\ (-1)^k, & \text{if } x \in H, \end{cases}$$

satisfies $-\Delta_K F_H = 3/2 F_H$. The following result tells us that, up to (infinite) linear combinations, these are the only $\ell^2$-eigenfunctions of the discrete Laplacian on the Kagome lattice:

**Proposition 5.1** ([LPPV09] Prop. 3.1). (a) Let $F : V \to \mathbb{C}$ be a finitely supported eigenfunction of $\Delta_K$. Then $-\Delta_K F = 3/2 F$ and $F$ is a linear combination of finitely many eigenfunctions $F_H$ of the above type (7).

(b) Let $H_1, i = 1, \ldots, k$ be a collection of distinct, albeit not necessarily disjoint, hexagons. Then the set $F_{H_1}, \ldots, F_{H_k}$ is linearly independent.

(c) If $g \in \ell^2(V)$ satisfies $-\Delta_K g = E g$, then $E = 3/2$.

(d) The space of $\ell^2(V)$-eigenfunctions to the eigenvalue $-3/2$ is spanned by finitely supported eigenfunctions.

The next proposition shows that, similarly to the situation encountered in percolation, these finitely supported eigenfunctions give rise to a jump in the IDS.

There is a $\mathbb{Z}^2$-action on the Kagome lattice via $T : \mathbb{Z}^2 \times V \to V$ via $T(\gamma, x) = T_\gamma(x) = 2\gamma_1 w_1 + 2\gamma_2 w_2 + x$ with combinatorial fundamental domain $Q = \{0, w_1, -w_2\}$. Any box
Figure 6. Combinatorial fundamental domain $Q = \{0, w_1, -w_2\}$ of the Kagome lattice and the metric subgraph $Y$, introduced in Section 6.

$\Lambda_L \subset \mathbb{Z}^2$ gives rise to a set

$$\Lambda_{Q,L} := \bigcup_{\gamma \in \Lambda_L} T_\gamma(Q).$$

Then Proposition 5.1 has the following consequence:

**Proposition 5.2** ([LPPV09] Prop.3.3). Let $K$ be the Kagome lattice with the $\mathbb{Z}^2$ action introduced above. Then the IDS

$$N(E) = \lim_{L \to \infty} \frac{1}{|\Lambda_{Q,L}|} \sharp \{\text{Eigenfunctions of } -\Delta_K |_{\Lambda_{Q,L}} \text{ with eigenvalue } \leq E\}$$

exists and has the following properties: $N$ vanishes on $(-\infty, 0]$, is continuous on $\mathbb{R} \setminus \{3/2\}$ and has a jump of size $1/3$ at $E = 3/2$. Moreover, $N$ is strictly monotone increasing on $[0, 3/2]$ and $N(E) = 1$ for $E \geq 3/2$.

For the analysis of the IDS, in particular its jumps, an alternative formula is sometimes crucial

$$N(E) = \frac{1}{|Q|} \mathbb{E} \left[ \text{Tr} \chi_Q \chi_{(-\infty,E]}(\Delta_K) \right].$$

Here $\chi_Q$ denotes the multiplication operator with the indicator function of the fundamental cell $Q$, whereas $\chi_{(-\infty,E]}(\Delta_K)$ is the spectral projector. Note that their product has finite trace.

An essential difference between the $\mathbb{Z}^2$-lattice and the Kagome lattice can be seen via a suitable notion of discrete curvature, defined on certain planar graphs called planar tessellations: A planar tessellation $T = (V,E,F)$ is given by a realization of a planar graph with vertex set $V$, edge set $E$, and face set $F$, satisfying the following properties:

i) Any edge is a side of precisely two different faces.

ii) Any two faces are disjoint or have precisely either a vertex or a side in common.

iii) Any face $f \in F$ is a polygon (i.e., homeomorphic to a closed disk) with finitely many sides, where $|f|$ denotes the number of sides.

iv) Every vertex $v \in V$ has finite degree $|v|$.

We first define a curvature notion concentrated on the vertices. For this, we view the faces adjacent to a vertex $v \in V$ as being represented by regular Euclidean polygons, that is, if $|f| = k$ its representation as regular $k$-gon has interior angles $(k-2)\pi/k$. The
vertex curvature $\kappa(v)$ in the vertex $v \in V$ is then defined via the angle defect/excess to $2\pi$ of the polygons around $v$:

$$2\pi \kappa(v) = 2\pi - \sum_{f \ni v} \frac{|f| - 2}{|f|} \pi = 2\pi \left(1 - \frac{|v|}{2} + \sum_{f \ni v} \frac{1}{|f|}\right).$$

Unfortunately, this notion does not distinguish the Kagome lattice and the Euclidean lattice $\mathbb{Z}^2$, since both tessellations have vanishing vertex curvature. A finer curvature notion is defined on the corners (cf. [BP06]). A corner of $T$ is a pair $(v, f) \in V \times F$ such that $v$ is a vertex of the polygon $f$. The set of all corners of $T$ is denoted by $C = C(T)$. Then the corner curvature of the corner $(v, f) \in C(T)$ is defined as

$$\kappa(v, f) := \frac{1}{|v|} + \frac{1}{|f|} - \frac{1}{2}.$$

It is easy to see that we have

$$\kappa(v) = \sum_{f \ni v} \kappa(v, f).$$

While $\mathbb{Z}^2$ has vanishing corner curvature in all corners, the Kagome lattice has corners with positive and negative corner curvature. There is the following general result:

**Theorem 5.3** ([KLPS06]). Let $T = (V, E, F)$ be a planar tessellation with non-positive corner curvature, that is, $\kappa(v, f) \leq 0$ for all $(v, f) \in C(T)$. Then $\Delta_T$ does not admit finitely supported eigenfunctions.

Note that Theorem 5.3 gives another proof of the fact that $\mathbb{Z}^2$ does not admit finitely supported eigenfunctions.

**Remark 5.4.** In fact, Theorem 5.3 holds for a much larger class of operators, called elliptic or nearest neighbour operators. Furthermore, it has been generalised to arbitrary connected, locally finite planar graphs in [Kel11] and to so-called polygonal complexes with planar substructures in [KPP15].

### 6. Compactly supported eigenfunctions on quantum graphs

In this section, we introduce quantum graphs and study properties of the IDS in the particular example of the quantum graph associated to the Kagome lattice both in the equilateral and random setting. The results in the equilateral setting are based on the appearance of compactly supported eigenfunctions. The main reference for this section is [LPPV09], providing further details. We start with some relevant definitions.

**Definition 6.1.** A metric graph $(X, \ell)$ associated to a directed graph $G = (V, E)$ with maps $\partial_{\pm} : E \to V$ describing the direction of the edges (i.e., $\partial_{-}(e)$ is the source node and $\partial_{+}(e)$ the target node of the edge $e \in E$) consists of disjoint intervals $I_e = [0, \ell(e)]$ for each edge $e \in E$ which are identified at their end points in agreement with $G$ (for example, $0 \in I(e)$ is identified with $\ell(e') \in I_{e'}$ if $\partial_{-}(e) = \partial_{+}(e')$). The vertices and edges of $(X, \ell)$ are denoted by $V(X)$ and $E(X)$. 
Note that every metric graph \((X, \ell)\) is automatically also a metric space. The (one-dimensional) \textit{volume} of a metric subgraph \((X_0, \ell)\) of \((X, \ell)\) with a finite number of edges is defined as
\[
\text{vol}(X_0, \ell) = \sum_{e \in E(X_0)} \ell(e),
\]
and the \textit{boundary} \(\partial X_0\) consists of all vertices of \(X_0\) which are adjacent to vertices in \(V(X)\setminus V(X_0)\).

Functions on a given metric graph \((X, \ell)\) are functions \(f = \bigoplus_{e \in E} f_e\) with \(f_e : I_e \to \mathbb{C}\), and there is a natural Laplacian defined as follows:
\[
\Delta_{X, \ell} f = \bigoplus_{e \in E} f''_e.
\]
A metric graph \((X, \ell)\) equipped with the Laplacian \(\Delta_{X, \ell}\) is called a \textit{quantum graph}.

The relevant function spaces \(C(X), L^2(X)\), and Sobolev spaces \(H^{2,2}(X)\) are defined in a natural way (for details, see, e.g., \[LPPV09\]). Note that for \(H^{2,2}(X) \ni f = \bigoplus_{e \in E} f_e \in \bigoplus_{e \in E} H^{2,2}(I_e)\), the values \(f\_e(v), f\_e'(v)\) for all \(e \in E\) and \(v \in \{\partial_k(e)\}\) are well defined. To guarantee self-adjointness of the Laplacian, we assume a uniform positive lower bound on the edge lengths and assume appropriate vertex conditions for the functions \(f\_e\) at their end-points. For simplicity, we only consider \textit{Kirchhoff vertex conditions} (other vertex conditions can be found, e.g., in \[LPPV09\]): For all \(v \in V\), we require
\[
\text{i)} \ f\_e(v) = f\_e'(v) \text{ for all } e, e' \in E \text{ adjacent to } v,
\]
\[
\text{ii)} \ \sum_{\partial_\ell(e) = v} f\_e'(v) = \sum_{\partial_\ell(e) = v} f\_e'(v).
\]
Later, when we define the IDS via an exhaustion procedure, we will also need \textit{Dirichlet conditions} on certain vertices \(v \in V\), which are defined by \(f\_e(v) = 0\) for all \(e \in E\) adjacent to \(v\). In this survey, we restrict our considerations to the Laplacian, but the results hold also in the more general setting of Schrödinger operators.

In the case of an \textit{equilateral} quantum graph, there is a well-known relation between the spectral components of the Laplacian \(\Delta_{X, \ell}\) and the discrete graph Laplacian \(\Delta_G\), by associating to a function \(f \in H^{2,2}(X)\) with Kirchhoff boundary conditions the function \(F \in \ell^2(V)\) via \(F(v) = f(v)\):

\textbf{Proposition 6.2.} \(\text{\textit{(see, e.g., \[Cat97, Pan06, Pos08\]) Let } (X, \ell) \text{ with Kirchhoff Laplacian } \Delta_{X, \ell} \text{ be a quantum graph associated to the combinatorial graph } G = (\mathcal{V}, \mathcal{E}) \text{ with } \ell(e) = 1 \text{ for all } e \in E \text{ and } \Delta_G \text{ be the normalized discrete Laplacian. Then we have the following correspondence between the spectra:}}\)

\[
E \in \sigma_\bullet(\Delta_{X, \ell}) \iff 1 - \cos(\sqrt{E}) \in \sigma_\bullet(\Delta_G)
\]
for all \(E \notin \Sigma^D = \{(\pi k)^2 \mid k = 1, 2, \ldots\}\), where \(\bullet \in \{\emptyset, \text{pp, disc, ess, ac, sc, p}\}\).

The values in \(\Sigma^D\) above play a special role, since the quantum graph may have eigenfunctions \(\Delta_{X, \ell} f = Ef\) vanishing on all vertices (so-called \textit{Dirichlet eigenfunctions}). They will appear as soon as the undirected underlying graph \(G\) contains a cycle and must be of the form \((\pi k)^2\) for some \(k = 1, 2, \ldots\). More precisely, the multiplicity of \((\pi k)^2\) is
related to the global topology of the graph, as explained in [LP08]. Related multiplicity calculations for quantum graphs were carried out in [vB85].

Note that the Kagome lattice, given in Figure 5 as a subset of $\mathbb{R}^2$, can be viewed as the corresponding metric graph $(X, \ell)$ with constant side length $\ell(e) = 1$ for all $e \in \mathcal{E}$. The map $T$ defined earlier can be extended to $T : \mathbb{Z}^2 \times \mathbb{R}^2 \to \mathbb{R}^2$, $T_{e}(x) = 2\gamma_1 w_1 + 2\gamma_2 w_2 + x$, and induces a natural $\mathbb{Z}^2$-action on $(X, \ell)$ as a subset of $\mathbb{R}^2$. The closure of a fundamental domain of this $\mathbb{Z}^2$-action is given in Figure 7 and is the induced metric subgraph $(Y, \ell)$ with vertex set $\{0, w_1, 2w_1, 2w_1 - w_2, -w_2, -2w_2, -2w_2 + w_1\}$. Any box $\Lambda_{L} \subset \mathbb{Z}^2$ gives rise to a metric subgraph $(\Lambda_{Y, L}, \ell)$, defined as

$$\Lambda_{Y, L} := \bigcup_{\gamma \in \Lambda_{L}} T_{\gamma}(Y).$$

Using the above spectral correspondence, it can be shown that Proposition 5.2 has the following analogue in the equilateral quantum graph on the Kagome lattice:

**Proposition 6.3.** Let $(X, \ell)$ be the metric graph associated to the Kagome lattice $K = (V, \mathcal{E})$ with $\ell(e) = 1$ for all $e \in \mathcal{E}$. Then the IDS

$$N(E) = \lim_{L \to \infty} \frac{1}{\text{vol}(\Lambda_{Y, L})} 2\{\text{Eigenfunctions of } -\Delta_{X, \ell} |_{\Lambda_{Y, L}} \text{ with eigenvalue } \leq E\}$$

exists, where $\Delta_{X, \ell} |_{X_0}$ is the restriction of $\Delta_{X, \ell}$ to the metric subgraph $(X_0, \ell)$ with Dirichlet vertex conditions on $\partial X_0$. Furthermore, all discontinuities of $N : \mathbb{R} \to [0, \infty)$ are

i) at $E = (2k + 2/3)^2 \pi^2$, $k \in \mathbb{Z}$, with jumps of size $1/6$,

ii) at $E = k^2 \pi^2$, $k \in \mathbb{N}$, with jumps of size $1/2$.

Moreover, $N$ is strictly increasing on the absolutely continuous spectrum of $\Delta_{X, \ell}$, which is explicitly given in [LPPV09, Cor. 3.4].

**Remark 6.4.** Note that there are two types of compactly supported eigenfunctions on a general equilateral quantum graph $(X, \ell)$ associated to a graph $G = (V, \mathcal{E})$:

i) eigenfunctions corresponding to finitely supported eigenfunctions of the discrete Laplacian $\Delta_{G}$,

ii) Dirichlet eigenfunctions which appear as soon as the graph $G$ has cycles. For such a cycle of length $n$ in $G$, the corresponding cycle in the quantum graph $(X, \ell)$ can be canonically identified with the interval $[0, n]$ where the end-points are identified, and any eigenfunction $\sin(k \pi x)$ on $[0, n]$ gives rise to a corresponding Dirichlet eigenfunction with eigenvalue $k^2 \pi^2$. Note that if $n$ is odd, $k \in \mathbb{Z}$ needs to be even.

As a consequence, even though there are no jumps of the IDS of $\Delta_{\mathbb{Z}^d}$ in the discrete lattice $\mathbb{Z}^d$, jumps of the IDS of $\Delta_{X, \ell}$ appear in the equilateral quantum graph $(X, \ell)$ associated to $\mathbb{Z}^d$, due to the compactly supported eigenfunctions in ii), in dimension $d \geq 2$.

Now we introduce randomness on the edge lengths of our metric Kagome lattice $(X, \ell)$. Let $0 < \ell_{\text{min}} < \ell_{\text{max}} < \infty$ and $(\omega_e)_{e \in \mathcal{E}}$ be a process of i.i.d. random variables on a probability space $(\Omega, \mathcal{F})$ with support in $[\ell_{\text{min}}, \ell_{\text{max}}]$ and assume that every $\omega_e$ has a probability density $h \in C^1(\mathbb{R})$. For every $\omega \in \Omega$, we consider the metric graph $(X, \ell_\omega)$, where $\ell_\omega(e) = \omega_e$ for all $e \in \mathcal{E}$. This induces a random family of quantum graphs, called
the random length model associated to the Kagome lattice, consisting of \((X, \ell_\omega)_{\omega \in \Omega}\) with associated Laplacians \(\Delta_{X,\ell_\omega}\). Then the following Wegner estimate, linear in energy and volume, holds:

**Theorem 6.5.** Let \((X, \ell_\omega)_{\omega \in \Omega}\) be the random length model associated to the Kagome lattice \(K = (V,E)\) and \(u > 1\). Then there exists a constant \(C > 0\), only depending on \(u, \ell_{\min}, \ell_{\max}, \|h\|_\infty, \|h'\|_\infty\), such that, for all intervals \(I \subset [1/u,u]\) and \(L \in \mathbb{N}\),

\[
\mathbb{E}\left(\sharp\{\text{Eigenfunctions of } -\Delta_{X,\ell_\omega} |_{\Lambda_{Y,L,\omega}} \text{ with eigenvalue in } I\}\right) \leq C \cdot |I| \cdot |E(\Lambda_{Y,L})|,
\]

where \((\Lambda_{Y,L,\omega}, \ell_\omega)\) is a metric subgraph of \((X, \ell_\omega)\) defined analogously to the definition of \(\Lambda_{Y,L}\) above.

A related Wegner estimate for the quantum graph associated to the lattice \(Z^d\) with random edge lengths and its application to localization was shown in [KP09]. The above Wegner estimate implies that randomness improves regularity of the IDS, as the next corollary states.

**Corollary 6.6.** Let \((X, \ell_\omega)_{\omega \in \Omega}\) be the random length model associated to the Kagome lattice \(K = (V,E)\). Then there is a unique function \(N : \mathbb{R} \to [0, \infty)\) such that for almost every \(\omega \in \Omega\), the IDS corresponding to the quantum graph \((X, \ell_\omega, \Delta_{X,\ell_\omega})\) agrees with \(N\). Moreover, \(N\) is continuous on \(\mathbb{R}\) and even locally Lipschitz continuous on \((0, \infty)\).

**Remark 6.7.** In fact, the result presented for the Kagome lattice holds in the much more general setting of a random length covering model, as explained in [LPPV09], where \(Z^2\) is replaced by a (not necessarily abelian) amenable group, acting cocompactly and isometrically on a connected, noncompact equilateral quantum graph and the boxes \(\Lambda_L \subset \mathbb{Z}^2\) are replaced by a tempered Følner sequence.
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