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- \( \text{logit}(p) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_{12} x_1 x_2 \)

- Interaction \( \beta_{12} \):
  - \(< 0\) antagonistic
  - \(= 0\) additive
  - \(> 0\) synergistic

- Relative potency \( \rho = \frac{\beta_2}{\beta_1} \)
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- **$k$-variables:** $u^*$ solves
  
  $$(k + 1)u + 2 - ((k + 1)u - 2)e^u = 0$$

- **Proof**
  - Yang, Zhang and Huang (2011)
  - Kabera, Haines and Ndlovu (2011)

- $k = 2$, $u^* = 1.2229$ and $k = 1$, $u^* = 1.5434$
D-optimal Design (2a): $x_1 \geq 0, x_2 \geq 0$
**D-optimal Design (2a):** \( x_1 \geq 0, x_2 \geq 0 \)

\[ \beta_0 < -1.5434 \]
D-optimal Design (2a): \( x_1 \geq 0, \ x_2 \geq 0 \)

\( \beta_0 < -1.5434 \)
**D-optimal Design (2b):** \[ x_1 \geq 0 , x_2 \geq 0 \]
\textbf{D-optimal Design (2b)}: \( x_1 \geq 0, \ x_2 \geq 0 \)

\[ \beta_0 > -1.5434 \]
**D-optimal Design (2b):** \( x_1 \geq 0, x_2 \geq 0 \)

\[ \beta_0 > -1.5434 \]
Results
Approach
Approach

- Model

\[ u = \logit(p) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_{12} x_1 x_2 \]
Approach

● Model

\[ u = \logit(p) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_{12} x_1 x_2 \]

● Transform

\[ z_1 = x_1 + \frac{\beta_2}{\beta_{12}} \quad \text{and} \quad z_2 = x_2 + \frac{\beta_1}{\beta_{12}} \]
Approach

● Model

\[ u = \logit(p) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_{12} x_1 x_2 \]

● Transform

\[ z_1 = x_1 + \frac{\beta_2}{\beta_{12}} \quad \text{and} \quad z_2 = x_2 + \frac{\beta_1}{\beta_{12}} \]

● Then

\[ u = \beta_0^* + \beta_{12} z_1 z_2 \]
Approach

- **Model**

\[ u = \text{logit}(p) = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \beta_{12} x_1 x_2 \]

- **Transform**

\[ z_1 = x_1 + \frac{\beta_2}{\beta_{12}} \quad \text{and} \quad z_2 = x_2 + \frac{\beta_1}{\beta_{12}} \]

- **Then**

\[ u = \beta^*_0 + \beta_{12} z_1 z_2 \]

where \( \beta^*_0 = \beta_0 - \frac{\beta_1 \beta_2}{\beta_{12}} \)
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- Taxonomy for $x_1 \geq 0, x_2 \geq 0$
  - $\beta_1 > 0$ and $\beta_2 < 0$
  - $\beta_{12} < 0$

- Further constraints on $x_1$ and $x_2$