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Somos sequences are integer sequences generated by recurrence relations that are in bilinear form, meaning that they can be written as a quadratic relation between adjacent sets of iterates. Such sequences have appeared in number theory, statistical mechanics, and algebraic combinatorics, as well as arising from reductions of bilinear partial difference equations in the theory of discrete integrable systems. This article is concerned with the general form of the Somos-6 recurrence, which is a three-parameter family of bilinear recurrences of order six. After explaining how it arises by reduction from the bilinear discrete HKP equation (Miwa's equation), an invariant Poisson bracket for Somos-6 is presented. Four independent Casimirs of this bracket, which are the invariants under the action of a group of gauge transformations, lead to an associated map on a four-dimensional reduced phase space. Two rational first integrals for this map are constructed, and (for certain parameter choices) these are found to be in involution for a non-degenerate Poisson bracket associated with a symplectic form on the reduced phase space, so that the map is Liouville integrable. For generic parameter values the explicit analytic solution of the Somos-6 recurrence is given in terms of the Kleinian sigma function for a curve of genus two.
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1. Introduction

The properties of the integer sequence defined by the linear recurrence relation

\[ F_{n+1} = F_n + F_{n-1}, \quad \text{with} \quad F_1 = F_2 = 1, \tag{1.1} \]

have been studied for centuries. One particularly striking property of the Fibonacci numbers is that they form a divisibility sequence:

\[ F_m | F_n \quad \text{whenever} \quad m | n. \tag{1.2} \]

Lucas sequences, defined by

\[ F_{n+1} = \alpha F_n + \beta F_{n-1}, \quad \text{with} \quad F_1 = 1, \quad F_2 = \alpha \in \mathbb{Z}, \quad \beta \in \mathbb{Z}, \tag{1.3} \]

are a natural generalization of Fibonacci numbers that have the same divisibility property (1.2). Being defined by linear recurrences of order two, the general term in such sequences can be expressed explicitly using exponential/trigonometric/hyperbolic functions. To be precise, the \( n \)th term of the sequence defined by (1.3) is given by the explicit formula

\[ F_n = \rho^{n-1} \frac{\sin n\theta}{\sin \theta}, \quad \alpha = 2\rho \cos \theta, \quad \beta = -\rho^2, \tag{1.4} \]
where $\rho, \beta \in \mathbb{C}$ for generic integers $\alpha, \beta \in \mathbb{Z}$.

In the 1940s, Morgan Ward sought an elliptic function generalization of Lucas sequences, and was led to define elliptic divisibility sequences [50], which are specified by a quadratic recurrence of fourth order, namely

$$\tau_{n+4} \tau_n = \alpha \tau_{n+3} \tau_{n+1} + \beta (\tau_{n+2})^2, \tag{1.5}$$

with the integer parameters and initial data related by

$$\alpha = (\tau_2)^2, \quad \beta = -\tau_1 \tau_3, \quad \tau_1 = 1, \tau_2, \tau_3, \tau_4 \in \mathbb{Z} \quad \text{with} \quad \tau_2 | \tau_4.$$

Observe that the recurrence relation (1.5) is rational [28], in the sense that each new iterate $\tau_{n+1}$ is given by a rational function of the four previous terms; hence the recurrence gives rise to a rational map in four dimensions. With these constraints on the initial values and parameters, the nonlinear recurrence (1.5) produces a sequence of integers $\tau_n \in \mathbb{Z}$ satisfying the same divisibility property as in (1.2). The general term is given by

$$\tau_n = \frac{\sigma(z \nu)}{\sigma(z)^{n+1}}, \tag{1.6}$$

with $\sigma(z) = \sigma(z; g_2, g_3)$ denoting the Weierstrass sigma function associated with the elliptic curve $E$ defined by the cubic equation $y^2 = 4x^3 - g_2 x - g_3$. The value $v \in \mathbb{C}$ is defined up to the periods of the curve, and fixes a point $P \in E$, so that the $n$th term of the sequence corresponds to $[n]P \in E$, where $[n]P = P + P + \ldots + P$ ($n$ times) denotes multiple addition of $P$ to itself in the group law of the curve.

If one is prepared to relinquish the divisibility property, then one can consider linear recurrence relations like (1.3) with arbitrary values of the coefficients and initial data, and provided that these values are integers it is clear that $F_n \in \mathbb{Z}$ for all $n$. However, for nonlinear recurrences yielding rational maps it is no longer obvious under what circumstances a sequence of integers can be produced. While investigating the properties of elliptic theta functions, Michael Somos [47] made the surprising empirical observation that if one takes the quadratic relation

$$\tau_{n+6} \tau_n = \tau_{n+5} \tau_{n+1} + \tau_{n+4} \tau_{n+2} + (\tau_{n+3})^2 \tag{1.7}$$

with initial values $\tau_0 = \tau_1 = \ldots = \tau_5 = 1$, then an integer sequence beginning

$$1, 1, 1, 1, 1, 3, 5, 9, 23, 75, 421, 1103, 5047, 41783, 281527, 2534423, \ldots \tag{1.8}$$

is generated. This observation, which initially was based on purely numerical evidence, led to a series of conjectures concerning similar recurrences defined by quadratic relations [20]. For instance, for the recurrence (1.5), if the coefficients are $\alpha = \beta = 1$, and the four initial values are chosen to be $\tau_0 = \tau_1 = \tau_2 = \tau_3 = 1$, then an integer sequence beginning

$$1, 1, 1, 1, 2, 3, 7, 23, 59, 314, 1529, 8209, 83313, \ldots \tag{1.9}$$

is produced [46]. Various proofs of this observation were soon found [28], but a further valuable insight (see [20]) was the fact that if the initial data are treated as variables, then the iterates of the recurrence (1.5) are polynomials in these variables and their inverses, or in other words, Laurent polynomials. The fact that $\tau_n \in \mathbb{Z} [\alpha, \beta, \tau_0, \tau_1, \tau_2, \tau_3]$ for all $n \in \mathbb{Z}$ is known as the Laurent property.
for the recurrence (1.5), and the integrality of the particular sequence (1.9) is an immediate
corollary of this more general fact.

The Laurent property has subsequently become highly relevant to algebraic combina-
torics, because it is an essential feature of Fomin and Zelevinsky’s theory of
cluster algebras [17]. A cluster algebra of rank $m$ is a commutative algebra pro-
duced by distinguished sets of generators, called clusters, that live on the vertices
of an $m$-tree. Each cluster contains $m$ generators $x_0, \ldots, x_{m-1}$, and for any cluster
at an adjacent vertex the generators $x'_0, \ldots, x'_{m-1}$ can be ordered as $x'_{j-1} = x_j$ for
$j = 1, \ldots, m$, so that $n - 1$ of them are the same, but $x_0$ is replaced by $x'_{m-1} = x_m$
which is defined by an exchange relation of the form

$$x_m x_0 = c_1 M_1(x) + c_2 M_2(x),$$

where $c_1, c_2$ are coefficients and $M_1$ and $M_2$ are certain monomials in the other
variables $x = (x_1, \ldots, x_{m-1})$. In a cluster algebra, the variables in each cluster are
Laurent polynomials in the variables of any initial cluster. Recurrence sequences
can be generated by iterating (1.10) along a particular sequence of vertices that
share the same exchange relation [19]. Hence if a recurrence comes from a cluster
algebra, then it has the Laurent property.

The general Somos-$k$ recurrence is a quadratic recurrence of order $k$ of the form

$$\tau_{n+k} \tau_n = \sum_{j=1}^{\lfloor \frac{k}{2} \rfloor} \alpha_j \tau_{n+k-j} \tau_{n+j},$$

where $\alpha_j$ are coefficients. Hickerson used computer algebra to prove that the original
Somos-6 recurrence (1.7) has the Laurent property [20]. Some time later, Fomin
and Zelevinsky used the machinery of cluster algebras to prove that this property
holds for the general Somos-$k$ recurrence when $k = 4, 5, 6$ or $7$ [16]. However, note
that general Somos-6 and Somos-7 recurrences have three terms on the right hand
side, so they do not fit within the framework of cluster algebras, which are defined
by exchange relations with a sum of two monomials, as in (1.10). It appears that for
a generic choice of parameters $\alpha_j$ the Laurent property never holds for $k \geq 8$. To
see this for the particular case $k = 8$, it is sufficient to choose the four parameters
$\alpha_1 = \ldots = \alpha_4 = 1$ and the eight initial values $\tau_0 = \ldots = \tau_7 = 1$ for Somos-8, which
at the tenth step yields the non-integer rational value $\tau_{17} = 420514/7$.

In fact, the Laurent property for the general Somos-6 and Somos-7 recurrences
came about in [16] as a special case of that property for the four-term Gale-
Robinson recurrences, that have the form

$$\tau_{n+k} \tau_n = \alpha \tau_{n+p} \tau_{n+k-p} + \beta \tau_{n+q} \tau_{n+k-q} + \gamma \tau_{n+r} \tau_{n+k-r},$$

for distinct positive integers $p, q, r$ with $p + q + r = k$. Moreover, Fomin
and Zelevinsky’s proof of the Laurent property for (1.12) (Theorem 1.4 in [16]) comes
about as a consequence of the same property for the three-dimensional lattice
equation

$$T_{\ell+1, m+1, n+1} T_{\ell, m, n} = T_{\ell+1, m, n} T_{\ell, m+1, n+1} - T_{\ell, m+1, n} T_{\ell+1, m, n+1}$$

$$+ T_{\ell+1, m, n+1} T_{\ell+1, m+1, n},$$

with $(\ell, m, n) \in \mathbb{Z}^3$. Indeed, every four-term Gale-Robinson recurrence (1.12) arises
as a one-dimensional reduction of (1.13), by taking
\[ T_{\ell,m,n} = e^{Q(\ell,m,n)} \tau_N, \quad N = n_0 + p\ell + qm + rm, \]  
(1.14)

where \( Q = Q(\ell, m, n) \) is an arbitrary quadratic form in \( \ell, m, n \) and \( n_0 \) is arbitrary; the coefficients \( \alpha, \beta, \gamma \) fix the off-diagonal terms in \( Q \). The partial difference equation (1.13) is well known in the literature on discrete integrable systems, where it goes by the name of Miwa's equation [31], or the discrete BKP equation; in the combinatorics literature it is known as the cube recurrence [8]. Similarly, the three-term Gale-Robinson recurrences (including Somos-4 and Somos-5), which are obtained from (1.12) by setting one of the parameters \( \alpha, \beta, \gamma \) to zero, provide one-dimensional (ordinary difference) reductions of the Hirota-Miwa equation [53],

\[ T_{\ell+1,m,n}T_{\ell-1,m,n} = T_{\ell,m+1,n}T_{\ell,m-1,n} + T_{\ell,m,n+1}T_{\ell,m,n-1}, \]  
(1.15)

which is also known as the bilinear discrete KP equation in the theory of integrable systems, and as the octahedron recurrence in the combinatorial literature [38, 48].

Somos recurrences and related sequences also appear in connection with solvable models in statistical mechanics, as mappings on the parameter spaces of such models. For instance, in the last example of [40] it is mentioned that the Somos-4 recurrence (1.5) with parameters \( \alpha = \delta^2, \beta = -\delta \) is the equation for Boltzmann weights in the hard hexagon model, where it is required that the solutions should have period five: \( \tau_{n+5} = \tau_n \). Similarly, by considering more general transformations on the parameters in the sixteen vertex model, Boukraa et al. came up with a general framework for generating birational maps by compositions of elementary involutive transformations on matrices (see [3] and references). Certain classes of the maps obtained in the latter framework are integrable, and some in particular lead to a fibration of the phase space by elliptic curves, as in the case of the QRT family of maps [10, 41]. Furthermore, the determinants of the matrices that appear in [3] satisfy multilinear homogeneous recurrence relations, which can be viewed as higher degree analogues of (1.11).

The original interest in elliptic divisibility sequences stemmed from their arithmetical properties, and in particular the appearance of primes and new prime divisors in such sequences [51]. There has been a considerable amount of further interest in them recently [11–13, 43, 45], especially because they have been used to resolve Hilbert's tenth problem for larger subrings of \( \mathbb{Q} \) than the integers [15]. As observed by Robinson [42], more general Somos sequences, such as the Somos-4 sequence (1.9), that do not have the divisibility property (1.2), still have special arithmetical properties e.g. when taken modulo a prime. Some of Robinson's conjectures for Somos-4 were explained in the thesis of Swart [49], who gave an explicit algebraic construction of the correspondence between a general Somos-4 sequence (defined over the integers) and a sequence of points \( P_0 + [n]P \in E \), for an elliptic curve \( E \), making use of unpublished work of Stephens. Somewhat earlier, the fact that the general term of a Somos-4 sequence can be expressed analytically using elliptic theta functions was known privately to several people: Malouf mentions results of Bombieri and Granville [28], while Robinson refers to formulae of Gardner [42]. For the case of the original Somos-5 sequence \( 1, 1, 1, 1, 2, 3, 5, 11, 37, 83, 274, 1217, \ldots \), which is generated by (1.11) with \( k = 5 \) and the coefficients set to 1, the relation with elliptic curves and theta functions was given by Zagier [54], and was also explained by Elkies when it arose in connection with a Diophantine problem in geometry [5].

More recently [23], this author obtained the explicit solution to the initial value
problem for the general Somos-4 recurrence, given in terms of the Weierstrass sigma function as

$$\tau_n = AB^n \sigma(v_0 + nv) / \sigma(v)^n$$  \hspace{1cm} (1.16)

(for suitable parameters $A, B, v_0, v$ and invariants $g_2, g_3$ for the curve), and found an analogous formula for Somos-5, which depends on the parity of $n$ [24]. Both Somos-4 and Somos-5 can be understood in terms of associated integrable birational maps of the plane whose orbits lie on biquadratic curves of genus one, corresponding to particular symmetric cases of the QRT family of maps.

The purpose of this article is to present explicit analytic formulae for the simplest Somos recurrence that is beyond genus one, namely the general Somos-6 recurrence

$$\tau_{n+6} + \tau_n = \alpha \tau_{n+5} + \beta \tau_{n+4} + \gamma (\tau_{n+3})^2$$  \hspace{1cm} (1.17)

with three arbitrary coefficients $\alpha, \beta, \gamma$. Although the original recurrence (1.7) was taken with integer initial values, here all coefficients and initial data are taken in $\mathbb{C}$.

In the next section Poisson brackets and invariant differential forms associated with Somos recurrences are presented, and it is shown how the iteration of (1.17) can be projected down to an iteration of a birational map with an invariant meromorphic volume form in four dimensions. A direct method to construct conserved quantities for Somos sequences is described, and as a result two independent rational functions are found that are invariant under the iteration of the Somos-6 recurrence. These two invariants project down to two independent conserved quantities for the corresponding four-dimensional map, and in each of the cases where one of the parameters vanishes (i.e. for $\alpha \beta \gamma = 0$) an explicit non-degenerate Poisson bracket is found which means that the map is symplectic and also integrable in the Liouville-Arnold sense [52]. In the third section, Baker’s addition formula [2] is used to derive an analytic expression for the solution of the recurrence (1.17) in terms of the Kleinian sigma function $\sigma(z)$ associated with a genus two curve, which is a quasiperiodic function of $z \in \mathbb{C}^2$. The main result is the following.

**Theorem 1.1:** Given an algebraic curve $X$ of genus two defined by the affine model

$$X := \{(\nu, \mu) \in \mathbb{C}^2 \mid \mu^2 = f(\nu) \equiv 4\nu^5 + \sum_{j=0}^{3} c_j \nu^j \},$$  \hspace{1cm} (1.18)

let $\sigma(z)$ denote the associated Kleinian sigma function, with $\wp_{jk}(z) = -\partial_j \partial_k \log \sigma(z)$ for $j, k = 1, 2$ being the associated Kleinian $\wp$-functions. For arbitrary $A, B \in \mathbb{C}^2$, and $v_0 \in \mathbb{C}^2$, the sequence with $n$th term

$$\tau_n = AB^n \frac{\sigma(v_0 + nv)}{\sigma(v)^n}$$  \hspace{1cm} (1.19)

satisfies a Somos-6 recurrence (1.17) where the parameters are given by

$$\alpha = \frac{\sigma(3v)^2 \hat{\alpha}}{\sigma(2v)^2 \sigma(v)^{10}}, \hspace{0.5cm} \beta = \frac{\sigma(3v)^2 \hat{\beta}}{\sigma(v)^{18}}, \hspace{0.5cm} \gamma = \frac{\sigma(3v)^2}{\sigma(v)^{18}} \left( \wp_{11}(3v) - \hat{\alpha} \wp_{11}(2v) - \hat{\beta} \wp_{11}(v) \right),$$
with
\[
\hat{\alpha} = \frac{\varphi_{12}(3\mathbf{v}) - \varphi_{12}(\mathbf{v})}{\varphi_{12}(2\mathbf{v}) - \varphi_{12}(\mathbf{v})}, \quad \hat{\beta} = \frac{\varphi_{12}(2\mathbf{v}) - \varphi_{12}(3\mathbf{v})}{\varphi_{12}(2\mathbf{v}) - \varphi_{12}(\mathbf{v})} = 1 - \hat{\alpha},
\]
(1.20)

provided that \( \mathbf{v} \in \mathbb{C}^2 \) obeys the constraint
\[
\begin{vmatrix}
1 & 1 & 1 \\
\varphi_{12}(\mathbf{v}) & \varphi_{12}(2\mathbf{v}) & \varphi_{12}(3\mathbf{v}) \\
\varphi_{22}(\mathbf{v}) & \varphi_{22}(2\mathbf{v}) & \varphi_{22}(3\mathbf{v})
\end{vmatrix} = 0.
\]
(1.21)

Before proceeding with further details, it is worth comparing the above result with some of the existing literature on recurrences associated with addition formulae in genus two. The division polynomials corresponding to the multiples of a generic point \( P \) on an elliptic curve \( E \) are well known, and the recurrence relations they satisfy are most easily be proved using the analytic formula (1.6) (see chapter II in [27], or Exercise 3.7 in [44]). Morgan Ward’s elliptic divisibility sequences provide a specific arithmetical realization of the division polynomials, since (modulo some scaling) they are obtained by substituting numerical values into the latter. Cantor constructed the analogue of the division polynomials for hyperelliptic curves, corresponding to multiples of a single point on the curve [7], and derived recurrence formulae for them. Onishi made use of the Kleinian sigma function, and obtained further identities for hyperelliptic division polynomials defined analytically in terms of the so-called psi-function, which in genus two takes the form
\[
\psi_n(\mathbf{v}) = \frac{\sigma(n\mathbf{v})}{\sigma(2\mathbf{v})^{n/2}},
\]
(1.22)

In the above, \( \mathbf{v} \in \mathbb{C}^2 \) is on the theta divisor, being the image under the Abel map of a single point on a genus two curve; the sigma function vanishes on the theta divisor, so \( \sigma(\mathbf{v}) = 0 \), but \( \sigma_2(\mathbf{v}) \neq 0 \) for \( \mathbf{v} \neq 0 \) (see Proposition 6.5 in [33]). Matsutani considered the genus two psi-function (1.22), and derived associated higher order difference equations [29, 30]. In [4] we considered the generalization of the genus two psi-function given by the formula (1.19) but with \( \mathbf{v} \) being on the theta divisor, and showed that it satisfies a Somos-8 recurrence. Kanayama presented a different analogue of the division polynomials in genus two, by generalizing the formula (1.6) to
\[
\phi_n(\mathbf{v}) = \frac{\sigma(n\mathbf{v})}{\sigma(\mathbf{v})^{n/2}},
\]
(1.23)

where \( \mathbf{v} \in \mathbb{C}^2 \) corresponds to a generic element of the Jacobian of a genus two curve (where generic means not on the theta divisor, so \( \sigma(\mathbf{v}) \neq 0 \)). Recurrence relations for \( \phi_n \) provided an effective way to construct multiplication formulae in genus two [26].

We shall return to Kanayama’s results in the third section, with the proof of Theorem 1.1. The final section of the paper is devoted to some conclusions and further open problems.
2. Poisson brackets and conserved quantities

Sequences generated by iteration of the general Somos-\(k\) recurrence (1.11) are equivalent to the orbits of the birational map \(\varphi\) on \(\mathbb{C}^k\), with coordinates \((\tau_0, \ldots, \tau_{k-1})\), defined by

\[
\varphi : \begin{pmatrix} \tau_0 \\ \tau_1 \\ \vdots \\ \tau_{k-2} \\ \tau_{k-1} \end{pmatrix} \rightarrow \begin{pmatrix} \tau_1 \\ \tau_2 \\ \vdots \\ \tau_{k-1} \\ \tau_k \end{pmatrix}, \quad \tau_k = \frac{\sum_{l=1}^{\left\lfloor \frac{k}{2} \right\rfloor} \alpha_l \tau_{k-l} \tau_l}{\tau_0}. \tag{2.1}
\]

This birational map preserves a very simple Poisson bracket, which in these coordinates takes the log-canonical form \(\{\tau_m, \tau_n\} = f_{mn} \tau_m \tau_n\). The particular form of the recurrence also means that for any \(k\) there is a natural volume form which is invariant, up to a sign. The following result is easily verified by direct calculation.

**Lemma 2.1:** The meromorphic (rational) \(k\)-form

\[
V = \frac{1}{\tau_0 \tau_1 \ldots \tau_{k-1}} d\tau_0 \wedge d\tau_1 \wedge \ldots \wedge d\tau_{k-1}
\]

is preserved by the birational map (2.1) for even \(k\), and anti-preserved for odd \(k\), i.e. \(\varphi^* V = (-1)^k V\). This map is a Poisson map with respect to a log-canonical bracket of rank two,

\[
\{\tau_m, \tau_n\}_0 = (n - m) \tau_m \tau_n, \tag{2.2}
\]

unique up to rescaling, with \(k - 2\) independent Casimirs given by

\[
x_j = \frac{\tau_j \tau_{j+2}}{(\tau_{j+1})^2}, \quad j = 0, \ldots, k - 2.
\]

**Remark:** In [21] it was shown that the exchange relations of a cluster algebra are Poisson maps with respect to a suitable log-canonical Poisson bracket. However, the general Somos-\(k\) recurrence (with more than two terms on the right hand side) is not of the correct form (1.10) for a cluster algebra.

There is another natural way to understand the Casimir functions for the Poisson bracket \(\{,\}_0\). The Somos-\(k\) recurrence has the form of a discrete Hirota bilinear equation, in the sense that if (1.11) is viewed as an analytic difference equation for the tau-function \(\tau_n \equiv \tau(n)\) then it can be rewritten as

\[
\exp \left( \frac{k}{2} D_n \right) \tau \cdot \tau = \sum_{j=1}^{\left\lfloor \frac{k}{2} \right\rfloor} \alpha_j \exp \left( \frac{k - 2j}{2} D_n \right) \tau \cdot \tau, \tag{2.3}
\]

where \(D_n\) is the Hirota derivative [22], defined by

\[
D^n F \cdot G(n) = \left( \frac{\partial}{\partial n} - \frac{\partial}{\partial n'} \right)^N F(n) G(n') \bigg|_{n' = n}
\]
for $N \in \mathbb{N}$. Hirota bilinear equations are invariant under gauge transformations whereby the tau-function is multiplied by the exponential of an affine linear function of independent variables. In this case the gauge transformations correspond to an action of $(\mathbb{C}^*)^2$ on the phase space, such that $\tau_n \mapsto AB^n \tau_n$ for parameters $A, B$ with $AB \neq 0$. The Poisson bracket (2.2) is equivariant under this group action, and its Casimirs $x_j$ are invariants of the action. Any Casimir of a Poisson bracket is invariant under Hamiltonian flows; but in general a Casimir need not be preserved by a Poisson map, although Casimirs are always mapped to Casimirs. In the case of Somos sequences, the interesting dynamics takes place on the space of the Casimirs, where it can be described in the following terms.

**Lemma 2.2:** The map (2.1) induces a birational map $\psi : \mathbb{C}^{k-2} \to \mathbb{C}^{k-2}$ on the space of Casimirs $(x_0, \ldots, x_{k-3})$, so that the projection

$$\varpi : \mathbb{C}^k \to \mathbb{C}^{k-2}$$

$$(\tau_0, \ldots, \tau_{k-1}) \mapsto (x_0, \ldots, x_{k-3})^T$$

intertwines $\varphi$ and $\psi$, i.e. $\psi \cdot \varpi = \varpi \cdot \varphi$. The orbits of $\psi$ are obtained by iteration of the recurrence

$$x_{n+(k-2)/2}^{k/2} = \prod_{j=0}^{(k-1)/2} (x_{n+j} x_{n+k-j-2})^{j+1}$$

$$= \sum_{\ell=1}^{\lfloor k/2 \rfloor} \alpha_{\ell} (x_{n+(k-2)/2})^{k/2-\ell} \prod_{j=\ell}^{(k-1)/2} (x_{n+j} x_{n+k-j-2})^{j-\ell+1}$$

for $k$ even, and

$$\prod_{j=0}^{(k-3)/2} (x_{n+j} x_{n+k-j-2})^{j+1} = \sum_{\ell=1}^{(k-1)/2} \alpha_{\ell} \prod_{j=\ell}^{(k-3)/2} (x_{n+j} x_{n+k-j-2})^{j-\ell+1}$$

for $k$ odd. The meromorphic $(k-2)$-form

$$\hat{V} = \frac{1}{\prod_{j=0}^{k-3} x_j} dx_0 \wedge \ldots \wedge dx_{k-3}$$

is preserved/anti-preserved by $\psi$ for even/odd $k$ respectively, and the pullback of $\hat{V}$ is $\varpi^* \hat{V} = J_0 \hat{V}$ where $J_0$ is the Poisson bivector field for the bracket $\{ \cdot, \cdot \}$.

**Remark:** The generic fibre of the projection $\varpi$ is the gauge group $(\mathbb{C}^*)^2$, so that after removing the coordinate hyperplanes $(\tau_j = 0)$ the original phase space has the structure of a principal fibre bundle. In fact, Somos-$k$ is covariant under the action of the larger scaling group $\tau_n \mapsto AB^n C^n \tau_n$ with non-zero $A, B, C$, which changes the coefficients $\alpha_j$ for $C \neq 1$. This scaling group also appeared as a symmetry of the determinantal variables in [3]. In the case that $k$ is odd, there is a further freedom to rescale $\tau_n$ differently for odd/even $n$, and $\varphi$ projects down to a map on a $(k-3)$-dimensional space of Casimirs, with coordinates $(x_0 x_1, x_1 x_2, \ldots, x_{k-4} x_{k-3})$ (cf. the results for $k = 5$ in [24]).

Using recurrences due to Cantor [7], Matsutani showed that suitable ratios of the genus two psi-function (1.22) satisfy a recurrence of the form (2.4) in the case $k = 8$ (cf. equation (3.15) in [29]). Henceforth we restrict ourselves to the case $k = 6$. In that case the recurrence (2.4) is of order four, and with the coefficients
\[ x_{n+4} (x_{n+3})^2 (x_{n+2})^3 (x_{n+1})^2 x_n = \alpha x_{n+3} (x_{n+2})^2 x_{n+1} + \beta x_{n+2} + \gamma, \quad (2.7) \]

which corresponds to a birational map in \( \mathbb{C}^4 \) with coordinates \( (x_0, x_1, x_2, x_3) \). The special case of the recurrence (2.7) with \( \beta = 0 \) was found by van der Poorten (Theorem 3.1 in [36]), based on the continued fraction expansion of the square root of a sextic polynomial, defining a genus two curve; the corresponding result in the elliptic case, related to Somos-4, was given in [35].

For what follows it will be more convenient to use the alternative coordinate system \( (u, x, y, v) := (x_0 x_1 x_2 x_3, x_1, x_2, x_3) \), in which the map corresponding to (2.7) takes the form

\[
\hat{\varphi} : \begin{pmatrix} u \\ x \\ y \\ v \end{pmatrix} \mapsto \begin{pmatrix} v \\ y \\ \tilde{y} \end{pmatrix}, \quad \tilde{y} = \frac{v}{xy}, \quad \tilde{v} = \frac{(\alpha \omega + \beta) y + \gamma}{uv} \quad (2.8)
\]

To be more precise, the above map and the original one defined by (2.7) are conjugate to one another via the change of coordinates in \( \mathbb{C}^4 \), but we use the same symbol \( \hat{\varphi} \) to denote both. This map decomposes as the product \( \hat{\varphi} = \iota_1 \circ \iota_2 \) of two involutions that do not commute with one another:

\[
\iota_1 : (u, x, y, v)^T \mapsto (v, y, x, u)^T, \\
\iota_2 : (u, x, y, v)^T \mapsto \left( [(\alpha \omega + \beta) y + \gamma] u^{-1} v^{-1}, v x^{-1} y^{-1}, y, v \right)^T,
\]

with \( \iota_j^2 = \text{id}, j = 1, 2 \). Each of these involutions is itself a product of two commuting involutions: the permutation \( \iota_1 \) decomposes as the product of the transpositions \( u \leftrightarrow v \) and \( x \leftrightarrow y \), and \( \iota_2 \) is the composition of the replacement \( u \rightarrow [(\alpha \omega + \beta) y + \gamma] u^{-1} v^{-1} \) and the replacement \( x \rightarrow v y^{-1} x^{-1} \) (where the other variables are held fixed).

The rest of this section is concerned with proving the following result.

**Theorem 2.3**: For arbitrary coefficients \( \alpha, \beta, \gamma \) the volume-preserving map (2.8) in \( \mathbb{C}^4 \) has two independent rational first integrals \( H_1, H_2 \). It is an integrable map in the Liouville-Arnold sense for \( \alpha \beta \gamma = 0 \).

Conjecturally, the second part of the above statement should hold for arbitrary \( \alpha, \beta, \gamma \), and not just in the cases where one or more of the coefficients vanishes. For Liouville integrability, the map should be symplectic with \( H_1, H_2 \) being in involution with respect to the associated nondegenerate Poisson bracket. The technical obstacle when \( \alpha \beta \gamma \neq 0 \) is that there is no general method to construct a Poisson bracket for an arbitrary birational map. Yet when \( \alpha \beta \gamma = 0 \) it is straightforward to obtain a log-canonical Poisson bracket.

**Proposition 2.4**: The map \( \hat{\varphi} \) defined by (2.8) preserves a 4-form \( \hat{\nu} \). It is a Poisson map with respect to a non-trivial bracket of log-canonical type if and only if \( \alpha \beta \gamma = 0 \). In each of the three cases \( \alpha = 0 \), \( \beta = 0 \), \( \gamma = 0 \) separately there is a distinct non-degenerate log-canonical bracket.

**Proof**: In the case \( k = 6 \) the formula (2.6) gives an invariant 4-form, which is

\[
\hat{\nu} = (uvx)^{-1} du \wedge dv \wedge dx \wedge dy \wedge dv
\]

in the alternative set of coordinates. The rest of the proof follows from a direct calculation, which is most easily carried out in the coordinates \( x_j, j = 0, 1, 2, 3 \). Since the map defines the recurrence (2.7) in these variables, the log-canonical bracket must take the form \( \{ x_m, x_n \} = \tilde{c}_{n-m} x_m x_n \) for
some constant coefficients $\hat{c}_n$ with $\hat{c}_0 = r \hat{c}_n$. Clearly $\hat{c}_0 = 0$ and the whole bracket is determined by $\hat{c}_1, \hat{c}_2, \hat{c}_3$. Taking the Poisson bracket of each side of (2.7) for $n = 0$ with $x_1, x_2, x_3$ successively gives a system of homogeneous linear equations for these coefficients. For $\alpha, \beta, \gamma \neq 0$ one finds $\hat{c}_n = 0$ for all $n$, so there is no non-trivial bracket of this type, while for each case $\alpha = 0$, $\beta = 0$, $\gamma = 0$ separately there is a different solution of the linear system for the $\hat{c}_n$, unique up to overall rescaling, giving a non-degenerate Poisson bracket. The property of being log-canonical is preserved upon changing to the variables $u, x, y, v$. For completeness the explicit forms of the brackets are presented here in terms of these coordinates (only non-vanishing brackets are given):

$$\begin{align*}
\alpha = 0 & : \quad \{u, y\} = uy, \quad \{x, v\} = xv; \\
\beta = 0 & : \quad \{u, y\} = uy, \quad \{x, y\} = -xy, \quad \{x, v\} = xv; \\
\gamma = 0 & : \quad \{u, v\} = uv, \quad \{x, y\} = xy.
\end{align*}$$

In order to obtain first integrals (i.e. conserved quantities) for the map $\tilde{\varphi}$, it is instructive to present an ad hoc method for finding such quantities directly for bilinear recurrences, which seems to work whenever the recurrence is associated with an integrable map. The method is based on the observation that Somos-4 sequences satisfy infinitely many independent bilinear relations of higher order, with coefficients that are constant along each orbit, but can depend on the choice of orbit. To be precise, each Somos-4 sequence satisfies an independent Somos-$k$ relation for every $k > 4$. This phenomenon is neatly encoded into the slogan “every Somos-4 is a Somos-$k$” [37], and it persists for Somos-5, 6, 7 (subject to suitable constraints on the higher values of $k$ that are allowed). As is explained in the next section, a formula for the iterates in terms of theta functions implies the existence of infinitely many relations of higher order. By regarding the coefficients of these higher recurrences as functions of the initial data, they furnish conserved quantities for the original map, which are non-trivial provided that they are not just functions of the $\alpha_j$. The existence of these relations of higher order should be related to the notion of the Hirota-Kimura basis introduced in [34].

In practice one can begin to search for first integrals by looking for bilinear relations along an orbit with specific numerical values. For example, starting with an even order Somos-2$M$ recurrence one can use it to generate sufficiently many terms of a particular sequence, starting with fixed numerical values for the initial data and $\alpha_j$, in order to calculate the $N \times N$ determinant

$$
\begin{array}{cccccccc}
\tau_2 \tau_0 & \tau_2 \tau_1 & \ldots & \tau_{2N-1} \tau_{N-M} & \ldots & \tau_{2N} \tau_{N-M-1} & \tau_{N+1} \tau_{N-M-1} & \left(\tau_N\right)^2 \\
\tau_2 \tau_1 & \tau_2 \tau_2 & \ldots & \ldots & \ldots & \tau_{2N+1} \tau_{N-M-1} & \left(\tau_{N+1}\right)^2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots \\
\tau_{2N-1} \tau_{N-1} & \tau_{2N-2} \tau_{N-1} & \ldots & \tau_{2N+M-1} \tau_{N-M-1} & \ldots & \tau_{2N} \tau_{2N-2} & \left(\tau_{2N-1}\right)^2 \\
\end{array}
$$

with $N > M$, where the hat denotes that the column is deleted. If this determinant vanishes then the particular sequence in question also satisfies a Somos-2$N$ relation, and by calculating a non-zero vector in the kernel of the matrix one finds the coefficients of such a relation. Moreover, the existence of this higher order relation for a single orbit suggests that the same might hold for a generic orbit. One can check other numerical sequences, and then having found the smallest $N > M$ for which the determinant vanishes on these particular orbits, one can redo the calculation symbolically in order to find the coefficients of the Somos-2$N$ recurrence.
as functions of the $\alpha_j$ and an arbitrary set of initial data $\tau_j$, $j = 0, \ldots, 2M - 1$ for the original Somos-2$M$ recurrence.

In the case of interest here, starting from the Somos-6 recurrence (1.17), one can take the particular numerical sequence (1.8), and one finds that the first even-width sequence of higher order is a Somos-10. Indeed, in that case the above determinant with $M = 3$ and $N = 5$ becomes

$$
\begin{vmatrix}
\tau_0 \tau_1 & \tau_2 & \tau_3 & \tau_4 & (\tau_5)^2 \\
\tau_1 \tau_2 & \tau_3 & \tau_4 & \tau_5 & (\tau_6)^2 \\
\tau_2 \tau_3 & \tau_4 & \tau_5 & \tau_6 & (\tau_7)^2 \\
\tau_3 \tau_4 & \tau_5 & \tau_6 & \tau_7 & (\tau_8)^2 \\
\tau_4 \tau_5 & \tau_6 & \tau_7 & \tau_8 & (\tau_9)^2 \\
\end{vmatrix}
= 75 \quad 23 \quad 5 \quad 3 \quad 1
= 421 \quad 75 \quad 9 \quad 5 \quad 9
= 1103 \quad 421 \quad 23 \quad 27 \quad 25
= 5047 \quad 1103 \quad 225 \quad 115 \quad 81
= 41783 \quad 5047 \quad 2105 \quad 675 \quad 529
$$

The kernel of the $5 \times 5$ matrix here is spanned by the vector $(-1, 1, 15, -19, 34)^T$, which suggests that the sequence (1.8) should satisfy the Somos-10 recurrence

$$
\tau_{n+5} \tau_{n-5} = \tau_{n+4} \tau_{n-4} + 15\tau_{n+2} \tau_{n-2} - 19\tau_{n+1} \tau_{n-1} + 34(\tau_n)^2.
$$

To prove this for all $n$, and generalize it to the case of arbitrary initial data and arbitrary coefficients $\alpha, \beta, \gamma$ in (1.17), one should assume that in general the kernel is spanned by $(-1, \bar{\alpha}_1, \bar{\alpha}_2, \bar{\alpha}_3, \bar{\alpha}_4)^T$, and then use the first four rows of the above matrix to obtain a linear system for the $\bar{\alpha}_j$. In general, the terms $\tau_0, \ldots, \tau_3$ that appear in this system are certain Laurent polynomials in $\tau_0, \ldots, \tau_5$ and $\alpha, \beta, \gamma$, determined by iterating (1.17). Upon solving this linear system, it is found that $\bar{\alpha}_1 = \gamma$, so it is independent of the $\tau_j$, while $\bar{\alpha}_2, \bar{\alpha}_3, \bar{\alpha}_4$ are given by more complicated expressions in the coefficients and initial data, detailed in (2.11) below. Having found these $\bar{\alpha}_j$, one can then verify directly that they are invariant under the map $\varphi$ given by (2.1) with $k = 6$, and hence are constant along each orbit, as required. Subsequently one must then check for dependencies between the $\bar{\alpha}_j$, in order to count the number of independent first integrals so obtained.

Although we have explained how to look for higher relations of even order (Somos-2$N$), one should also check for relations of odd order, again by calculating suitable determinants. It turns out that for Somos-6 sequences the first higher relation one finds is actually a Somos-9 recurrence. Before we state the exact results for this case, it is helpful to present certain polynomials $p_j = p_j(u, x, y, v)$ for $j = 0, 1, 2$, which are the building blocks for the first integrals:

$$
p_0 = u x y v,
$$

$$
p_1 = \alpha \beta u(x^2 y^2 + x u + y v) + \alpha \gamma x y(x u^2 + y v^2) + \gamma x y u^2 v^2 + \beta \gamma(x^2 y u + x y^2 v + u v) + \gamma^2 x y (u + v) + \alpha^2 \beta x y (u + v)
+ \alpha \beta^2 x y + \alpha \gamma^2 (x u + y v) + \alpha \beta \gamma (x + y) + \alpha \gamma^2,
\tag{2.9}
$$

$$
p_2 = \alpha \beta \left( u (x + y) + x^2 y^2 (u + v) \right) + \gamma x y (u + v) + \beta u^2 v^2 + \alpha \gamma \left( x y (u + v) + u v \right) + \beta^2 x^2 y^2 + \beta \gamma x y (x + y) + \gamma^2 x y.
$$

Observe that these polynomials are invariant under the involution $\iota_1$. 


Proposition 2.5: The iterates of the Somos-6 recurrence (1.17) also satisfy the Somos-9 recurrence

\[ \tau_{n+5}\tau_{n-4} = -\beta \tau_{n+4}\tau_{n-3} - \alpha \gamma \tau_{n+3}\tau_{n-2} + \gamma^2 \tau_{n+2}\tau_{n-1} + (\alpha^3 + \alpha H_1 + \beta H_2) \tau_{n+1}\tau_n, \]  

(2.10)

as well as the Somos-10 recurrence

\[ \tau_{n+5}\tau_{n-5} = \gamma \tau_{n+4}\tau_{n-4} + (\alpha\beta^2 + \gamma H_2) \tau_{n+2}\tau_{n-2} + (\beta^3 - \alpha^3 \gamma - \gamma H_1) \tau_{n+1}\tau_{n-1} + \alpha(\alpha^4 + \alpha H_1 + \beta H_2) |\tau_n|^2, \]  

(2.11)

where the quantities \( H_1 \) and \( H_2 \) are constant along each orbit. These \( H_j \) are gauge-invariant Laurent polynomials in the variables \( \tau_0, \ldots, \tau_5 \), and each of them is the ratio of two homogeneous polynomials of degree six. In terms of the variables \( u, x, y, v \) they are given explicitly by

\[ H_1 = \frac{p_1(u, x, y, v)}{p_0(u, x, y, v)}, \quad H_2 = \frac{p_2(u, x, y, v)}{p_0(u, x, y, v)}, \]  

(2.12)

with the \( p_j \) as defined in (2.9) above.

Figure 1. A plot of 25,000 points on the orbit of the point \((u, x, y, v) = (1, 1, 1, 1)\) for the map (2.8) with \( \alpha = \beta = \gamma = 1 \), projected onto three dimensions, namely the \((u, x, y)\) components of each iterate.

The proof of Theorem 2.3 is now completed by noting that \( H_j = H_j(u, x, y, v) \)
for \( j = 1, 2 \) are two independent first integrals for the map \( \phi \) defined by (2.8), and then one can verify directly that \( \{ H_1, H_2 \} = 0 \) for each of the three different cases \( \alpha = 0, \beta = 0, \gamma = 0 \) where there is a non-degenerate log-canonical bracket, so the map is integrable in the Liouville-Arnold sense in those cases. The intersection of the level sets for the two first integrals (2.12) defines a surface in \( \mathbb{C}^3 \). The real version of such a surface, in the case \( \alpha = \beta = \gamma = 1, H_1 = 19, H_2 = 14 \), which
corresponds to the sequence (1.8), can be seen in Figure 1, where a real orbit of
the map \( \hat{\varphi} \) has been projected onto \( \mathbb{R}^3 \); in accordance with the Liouville-Arnold
theorem, the structure of a real 2-torus is visible. From (2.9) the defining equations of
the surface are quadratic in each of the coordinates \( u, x, y, v \). The orbits of QRT
maps lie on biquadratic curves in \( \mathbb{C}^2 \), so the map \( \hat{\varphi} \) can be viewed as a four-
dimensional analogue of the QRT family. Other analogues of QRT maps in higher
dimensions were constructed in [18].

3. Sigma function formulae

The connection of higher order Somos sequences with multidimensional theta func-
tions was explained by Elkies in posts to Propp’s “bilinear” forum [39]. The crucial
observation of Elkies is that while suitable expressions in theta functions satisfy
Somos recurrences, the number of available parameters appears insufficient to ac-
count for a general Somos-\( k \) sequence when \( k \) is large. To be precise, suppose that
we are given a complex torus \( C^9 / \mathcal{L} \), where the lattice \( \mathcal{L} = \mathbb{Z}^g \oplus \mathcal{Q}^g \) is specified by
the symmetric \( g \times g \) complex matrix \( \Omega \) lying in the Siegel upper half-space (i.e. the
imaginary part of \( \Omega \) is positive definite). The standard Riemann theta function is
an entire function defined by the Fourier series

\[
\Theta(z; \Omega) = \sum_{n \in \mathbb{Z}^g} e^{\pi i (n, \Omega n) + 2\pi i (n, z)},
\]

where \( (, ) \) denotes the standard scalar product in dimension \( g \). For a positive
integer \( w \), an entire function \( f = f(z) \) on \( C^9 \) is said to be \( \mathcal{L} \)-quasiperiodic of weight
\( w \) if for all \( z \) it satisfies

\[
f(z + m) = f(z) \quad \text{and} \quad f(z + \Omega m) = e^{-2\pi i w(m, \Omega m)} f(z),
\]

for all \( m \in \mathbb{Z}^g \). A standard result says that the vector space of such functions
has dimension \( w^g \) (see Proposition 1.3 in chapter II of [32]). Up to multiplication
by a scalar, the standard theta function (3.1) is the unique \( \mathcal{L} \)-quasiperiodic entire
function of weight one.

Now, given the sequence with \( n \)th term

\[
\tau_n = AB^n C^{n^2} \Theta(z_0 + nz; \Omega),
\]

it is straightforward to verify that (for fixed \( n \)) each of the products \( \tau_{n+j}^{1-n} \) for
\( j = 0, \ldots, 2^g \) is an \( \mathcal{L} \)-quasiperiodic function of weight two with respect to shifts of
the argument \( z = z_0 + nz \). Since the space of such functions has dimension \( 2^g \), it
follows that these products satisfy a linear relation, whose coefficients can depend
on \( C \) and \( z \) but are independent of \( n \) (and are also independent of the gauge factors
\( A, B \)). As the same linear relation holds for all \( n \), the sequence of these \( \tau_n \), satisfies
a Somos-\( k \) recurrence with \( k < 2^{g+1} \). The formula (3.2) depends on \( A, B, C, z_0, z \)
and \( \Omega \), which means at most \( 3 + 2g + g (g + 1)/2 = (g + 2)(g + 3)/2 \) complex
parameters, while the general recurrence (1.11) of order \( k \) has \( [k/2] \) coefficients
and \( k \) initial data. So if we have a generic choice of parameters in (3.2) such
that the minimum order relation is for \( k = 2^{g+1} \), then the number of parameters
required for the solution of the initial value problem for the general recurrence is
\( k + [k/2] = 3 \times 2^g > (g + 2)(g + 3)/2 \) for \( g > 1 \). (However, note that for odd \( k \) the
quantity \( A \) in (3.2) need not be constant, but can depend on the parity of \( n \); cf.
[24].)
To formulate the explicit analytical results for Somos-6, it is convenient to work with the Kleinian sigma function in genus two rather than working directly with theta functions. Given a curve $X$ of genus two defined by the quintic equation

$$
\mu^2 = f(\nu) \equiv 4\nu^5 + \sum_{j=0}^{4} c_j \nu^j,
$$

(3.3)

it is always possible to remove the coefficient $c_4$ by making a shift in the $\nu$ coordinate, $\nu \rightarrow \nu + \text{const}$. By rescaling both $\mu$ and $\nu$, one of the other four remaining coefficients (as long as it is non-zero) can be set to be 1, which leaves three moduli for genus two curves. However, having set $c_4 \to 0$, we prefer to leave the four coefficients $c_0, c_1, c_2, c_3$. From (3.3) the curve is realized as a two-sheeted cover of the Riemann sphere with five branch points in the finite complex plane and a single branch point $\infty$ at infinity. The vector space of holomorphic differentials is two-dimensional, being generated by $\mu^{-1}d\nu$ and $\mu^{-1}\nu d\nu$, which are conveniently organized into a vector of canonical holomorphic differentials, denoted

$$
du = \begin{pmatrix} \frac{d\nu}{\mu} \\ \frac{\nu d\mu}{\mu} \end{pmatrix}.
$$

The period matrices of the curve are

$$
2\omega = \begin{pmatrix} f_{a_1} \frac{d\nu}{\mu} & f_{a_2} \frac{d\nu}{\mu} \\ f_{a_1} \frac{\nu d\mu}{\mu} & f_{a_2} \frac{\nu d\mu}{\mu} \end{pmatrix}, \quad 2\omega' = \begin{pmatrix} f_{b_1} \frac{d\nu}{\mu} & f_{b_2} \frac{d\nu}{\mu} \\ f_{b_1} \frac{\nu d\mu}{\mu} & f_{b_2} \frac{\nu d\mu}{\mu} \end{pmatrix},
$$

where $(a_1, a_2; b_1, b_2)$ is a canonical homology basis for the compact Riemann surface corresponding to $X$, with non-vanishing intersections $a_j \cdot b_k = \delta_{jk}$.

The Jacobian of $X$ is the complex torus $\text{Jac}(X) = \mathbb{C}^2/\Lambda$, where $\Lambda = 2\omega \mathbb{Z}^2 \oplus 2\omega' \mathbb{Z}^2$ is the period lattice generated by the $a$- and $b$-periods. The elements $(P_1, P_2)$ of the symmetric product $\text{Sym}^2(X)$ can be identified with degree zero divisors $D = (P_1 - \infty) + (P_2 - \infty)$, which are mapped to $\text{Jac}(X)$ by the Abel map:

$$
u = \int_{P_1}^{P_2} d\nu + \int_{P_2}^{P_1} d\nu \in \text{Jac}(X)
$$

(where the map is based at $\infty$).

The Kleinian sigma function $\sigma(\nu)$ is an odd function of $(u_1, u_2)^T = \nu \in \mathbb{C}^2$, quasiperiodic with respect to shifts by elements of the period lattice $\Lambda$. The sigma function is defined in terms of the standard Riemann theta function by $\sigma(\nu) = e^{Q(\nu)} \Theta((2\omega)^{-1}\nu - K; \Omega)$, where $\Omega = \omega^{-1} \omega'$ is the normalized matrix of $b$-periods, $K$ is a normalized half-period vector of Riemann constants, and the function $Q$ is a certain sum of quadratic, linear and constant terms in $\nu$; for precise details see [2, 6]. The Kleinian $\zeta$ and $\varphi$ functions are defined by

$$
\zeta_j(\nu) = \frac{\partial \log \sigma(\nu)}{\partial u_j}, \quad \varphi_{jk}(\nu) = -\frac{\partial^2 \log \sigma(\nu)}{\partial u_j \partial u_k}, \quad j, k = 1, 2.
$$

The Kleinian $\varphi$ functions solve the Jacobi inversion problem: given $\nu \in \text{Jac}(X)$ which is the image of the pair of points $(P_1, P_2)$ under the Abel map, with
\( P_j = (\nu_j, \mu_j) \) for \( j = 1, 2 \), the points \( P_j \in X \) can be reconstructed from their \( \nu \) coordinates via the formulae \( \varphi_{12}(\mathbf{u}) = -\nu_1\nu_2, \varphi_{22}(\mathbf{u}) = \nu_1 + \nu_2 \).

For our purposes, the most important property of the genus two sigma function is the formula
\[
\frac{\sigma(\mathbf{u} + \mathbf{v})\sigma(\mathbf{u} - \mathbf{v})}{\sigma(\mathbf{u})^2\sigma(\mathbf{v})^2} = \varphi_{22}(\mathbf{u})\varphi_{12}(\mathbf{v}) - \varphi_{12}(\mathbf{u})\varphi_{22}(\mathbf{v}) + \varphi_{11}(\mathbf{v}) - \varphi_{11}(\mathbf{u}),
\]
which was found by Baker [2]. Theorem 1.1 is a consequence of the following result, which is a direct application of Baker’s formula.

**Proposition 3.1:** For generic \( A, B \in C^1 \) and \( \mathbf{v}_0, \mathbf{v} \in C^2 \), the sequence of \( \tau_n \) defined by (1.19), in terms of the genus two sigma function, satisfies a Somos-8 recurrence. It satisfies a Somos-6 recurrence if and only if the shift \( \mathbf{v} \) on the Jacobian Jac(\( X \)) satisfies the constraint (1.21).

**Proof:** The proof is essentially the same as the proof of Theorem 2 in [4], where the case of shifts \( \mathbf{v} \) on the theta divisor (where \( \sigma(\mathbf{v}) = 0 \) was considered. Upon substituting (1.19) into a general Somos-8 recurrence with four coefficients \( \alpha_1, \alpha_2, \alpha_3, \alpha_4 \), one obtains an expression of the form
\[
C_0(\mathbf{v}) + C_{11}(\mathbf{v})\varphi_{11}(\mathbf{u}) + C_{12}(\mathbf{v})\varphi_{12}(\mathbf{u}) + C_{22}(\mathbf{v})\varphi_{22}(\mathbf{u}) = 0,
\]
where \( \mathbf{u} = \mathbf{v}_0 + n\mathbf{v} \), and the coefficients \( C_0, C_{jk} \) are functions of \( \mathbf{v} \) and linear in the \( \alpha_j \). Since this must hold for all \( n \), and the functions \( \varphi_{jk}(\mathbf{u}) \) for \( j, k = 1, 2 \) do not satisfy a linear relation, this means that \( C_0 \) and the \( C_{jk} \) must vanish, and this uniquely determines the coefficients \( \alpha_j \) of the Somos-8 recurrence, which are obtained by solving a linear system. However, this linear system is degenerate if and only if the determinant (1.21) vanishes. In that case one finds that a Somos-6 relation (1.17) holds instead. 

The preceding result can be understood more clearly by making a slight extension (as well as a correction) of some results derived by Kanayama. Upon differentiating the tau-function (1.19) with respect to the coordinates \( \nu_1, \nu_2 \), one obtains the formula
\[
\partial_j \partial_k \log \tau_n = n^2 \left( \varphi_{jk}(\mathbf{v}) - \varphi_{jk}(\mathbf{v}_0 + n\mathbf{v}) \right), \quad j, k = 1, 2,
\]
where \( \partial_j \) denotes \( \partial/\partial \nu_j \). In the special case that \( A = B = 1 \) and \( \mathbf{v}_0 \to 0 \), one has \( \tau_n = \phi_n \) as given by (1.23), and then (3.6) reduces to an expression for the second logarithmic derivatives of \( \phi_n \) which was found in [26]. The latter expression was the key to Kanayama’s recursive method for calculating the multiplication formulae for the genus two Kleinian \( \varphi \) functions in genus two, i.e. for calculating \( \varphi_{jk}(2\mathbf{v}), \varphi_{jk}(3\mathbf{v}), \ldots \) in terms of Abelian functions evaluated at the argument \( \mathbf{v} \). Using the tau-function and the function \( \phi_n \), it is instructive to consider the combination \( \Delta_{nm}(\mathbf{v}, \mathbf{v}_0) \) defined by
\[
\Delta_{nm} = \left[ (\phi_1)^2 \tau_{n+m} \tau_{n-m} - (\phi_m)^2 \tau_{n+1} \tau_{n-1} + \phi_{m+1} \phi_{m-1} (\tau_n)^2 \right] / (\phi_m \tau_n)^2
\]
\[
= \frac{1}{\phi_{m+1}(\phi_m)^2(\tau_n)^2} \begin{vmatrix} \phi_1 \tau_{n+m} & \phi_0 \tau_{n+m-1} & \phi_1 \tau_{n-1} \\ \phi_m \tau_{n+1} & \phi_{m-1} \tau_n & \phi_0 \tau_{n-1+m} \\ \phi_{m+1} \tau_n & \phi_m \tau_{n-1} & \phi_1 \tau_{n-m} \end{vmatrix},
\]
for integers \( n \in \mathbb{Z}, m \geq 1 \) (and note that \( \phi_{-n} = -\phi_n \), so \( \phi_0 = 0 \), and \( \phi_1 = 1 \), but
$\phi_1$ is kept in (3.7) for the sake of homogeneity. Observe that $\Delta_{nm}$ is independent of $A, B$, and for each $m$ the above determinant is a $3 \times 3$ minor of an infinite matrix of Casorati type. Another application of Baker’s formula (3.4) allows $\Delta_{nm}$ to be rewritten as a determinant analogous to (1.21).

**Lemma 3.2:** The combination (3.7) can be rewritten as the determinant

$$
\Delta_{nm} = \begin{vmatrix}
1 & 1 & 1 \\
\varphi_{12}(v) & \varphi_{12}(mv) & \varphi_{12}(v_0 + nv) \\
\varphi_{22}(v) & \varphi_{22}(mv) & \varphi_{22}(v_0 + nv)
\end{vmatrix}. 
$$

(3.8)

**Corollary 3.3:** The quantity $\Delta_{nm}$ can be written as a scalar product of two vectors in $\mathbb{C}^2$, so that $\Delta_{nm} = (c_m, l_n)$, where

$$
c_m(v) = \left(\varphi_{22}(mv) - \varphi_{22}(v)\right), \quad l_n(v, v_0) = \frac{1}{n^2} \left(\frac{\partial_1 \partial_2 \log \tau_n}{-\partial_2^2 \log \tau_n}\right). 
$$

(3.9)

**Proof:** From the formula (3.6), the elements $\varphi_{jk}(v_0 + nv)$ in the third column of (3.8) can be replaced in terms of $\varphi_{jk}(v)$ and logarithmic derivatives of $\tau_n$. The scalar product of the vectors $c_m$ and $l_n$ is then obtained by expanding the determinant about its third column. □

**Remark:** Proposition 2.3 in Kanayama’s thesis [26] asserts that, for all $m, n$, the quantity $\Delta_{nm}(v, 0)$ (defined by (3.7) with $\tau_k = \phi_k$ for every $k$) vanishes identically. However, this result is incorrect: indeed, such a recurrence characterizes elliptic divisibility sequences [50] (or equivalently, division polynomials for elliptic curves), so should not be satisfied by the sequence of $\phi_n(v)$, which are genus two Abelian functions.

It is clear that $c_1 = 0$ and $\Delta_{n1} = 0$. Generically, $c_2$ and $c_3$ are two linearly independent vectors in $\mathbb{C}^2$, so that $c_4 \neq 0$ is given by a non-zero linear combination $c_4 = \kappa_2 c_2 + \kappa_3 c_3$, and hence $\Delta_{n1} = \kappa_2 \Delta_{n2} + \kappa_3 \Delta_{n3}$ for all $n$, which implies that $\tau_n$ satisfies a Somos-8 recurrence. However, if $c_2$ and $c_3$ are linearly dependent then a non-trivial relation $\kappa_2 \Delta_{n2} + \kappa_3 \Delta_{n3} = 0$ must hold, and so $\tau_n$ satisfies a Somos-6 recurrence. The condition for the vectors $c_2$ and $c_3$ to be linearly dependent is precisely equivalent to the constraint (1.21). Thus we see that Corollary 3.3 yields an alternative proof of Proposition 3.1, albeit a less constructive one. The same arguments show that the solution (1.19) of a Somos-6 recurrence does not satisfy a Somos-8, but does satisfy a Somos-10 recurrence, in agreement with Proposition 2.5, as well as a Somos-2k for all $k \geq 5$. Infinitely many odd-order relations also follow (Somos-9, 11, . . .) by taking a suitably modified version of $\Delta_{nm}$. The proof of Theorem 1.1 is completed by substituting the sigma function formula (1.19) into (1.17) to obtain a linear system of the same form as (3.5), and then this gives an unique solution for the coefficients $\alpha, \beta, \gamma$ subject to the constraint (1.21).

**Remark:** Lemma 3.2 provides alternative ways to rewrite the constraint (1.21). In terms of Kanayama’s phi-function, or the sigma function, it is $\Delta_{32} = [(\phi_1)^3 \phi_5 - (\phi_2)^3 \phi_4 + \phi_1 (\phi_3^3)]/(\phi_2 \phi_3)^2 = 0$, or

$$
\Delta_{32} = \frac{\sigma(v)^3 \sigma(5v) - \sigma(2v)^3 \sigma(4v) + \sigma(v) \sigma(3v)^3}{\sigma(v)^2 \sigma(2v)^2 \sigma(3v)^2} = 0.
$$

The latter expression shows that on the Jacobian of a generic genus two curve $X$ the constraint set does not intersect the theta divisor. Indeed, when $\sigma(v) = 0$
the constraint equation generically has a double pole. For the above numerator to vanish at leading order requires that \( \sigma(2v) \sigma(4v) = 0 \), but \( \sigma(2v) \neq 0 \) since \( 2v \) corresponds to the reduced divisor of two points, and so \( 4v \) must also lie on the theta divisor in \( \text{Jac}(X) \). To satisfy (1.21), the numerator must vanish up to third order, which puts constraints on the moduli of \( X \).

4. Conclusions

An analytic solution for the general Somos-6 recurrence has been presented. Because it depends on nine complex parameters, namely \( A, B \in \mathbb{C}^4 \), the coefficients \( c_0, c_1, c_2, c_3 \) of the genus two curve, and two points \( v_0, v \) on its Jacobian with \( v \) constrained by (1.21), we can assert that it represents the general solution of (1.17), since there are six initial data and three coefficients in the recurrence. However, compared with the elliptic case it is much more difficult to solve the initial value problem in genus two. The geometrical meaning of the constraint (1.21) is still not clear, but recently we learned from results of Atkinson that it is related to the lattice Schwarzian KP equation [1].

Recently we have used the Lax pair for the discrete BKP equation to obtain a \( 3 \times 3 \) Lax pair for the map \( \hat{\varphi} \) associated with Somos-6. This leads to a genus four trispectral curve possessing an involution with two fixed points, and the two-dimensional Jacobian for the solutions corresponds to an associated Prym variety, as for the known algebro-geometric solutions of discrete BKP [9]. The details of this construction will be presented elsewhere. The problem of how to construct an invariant Poisson bracket for the map \( \hat{\varphi} \) when \( \alpha \beta \gamma \neq 0 \) is still open, but it is hoped that the Lax pair will shed some light on this.
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