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1 Introduction

In this paper, we consider an $\mathbb{R}^d$-valued random field
\[ \{u(t, x) = (u_1(t, x), \ldots, u_d(t, x)), \ (t, x) \in [0, T] \times \mathbb{R}^k\} \]
that is a solution of the $d$-dimensional system of stochastic wave equations
\[ \left( \frac{\partial^2}{\partial t^2} - \Delta \right) u_i(t, x) = \sum_{j=1}^{d} \sigma_{i,j}(u(t, x)) \dot{M}^j(t, x) + b_i(u(t, x)), \]
\[ u_i(0, x) = 0, \quad \frac{\partial}{\partial t} u_i(0, x) = 0, \quad (1.1) \]
i = 1, \ldots, d, where $T \in \mathbb{R}_+$, $(t, x) \in [0, T] \times \mathbb{R}^k$, $k \in \{1, 2, 3\}$, and $\Delta$ denotes the Laplacian on $\mathbb{R}^k$. The free terms of this system are Lipschitz continuous functions $\sigma_{i,j}, b_i : \mathbb{R}^d \to \mathbb{R}$, $1 \leq i, j \leq d$. The notation $\dot{M}(t, x)$ refers to the formal derivative of a $d$-dimensional Gaussian random field with independent components, white in the time variable and with a spatially homogeneous covariance in space. More explicitly, on a complete probability space $(\Omega, \mathcal{G}, P)$ and for any $j \in \{1, \ldots, d\}$, we consider a family of centered Gaussian random variables $M^j = \{M^j(\varphi), \varphi \in C_0^\infty(\mathbb{R}^{d+1})\}$, where $C_0^\infty(\mathbb{R}^{k+1})$ denotes the space of infinitely differentiable functions with compact support. The $M^j$ are independent and the covariance function of each $M^j$ is given by
\[ E(M^j(\varphi)M^j(\psi)) = \int_{\mathbb{R}_+} ds \int_{\mathbb{R}^k} \Gamma(dx) \left( \varphi(s, \cdot) * \tilde{\psi}(s, \cdot) \right)(x), \quad (1.2) \]
where “$*$” denotes the convolution operator in the spatial argument and $\tilde{\psi}(t, x) = \psi(t, -x)$.

As in [4], formula (1.2) can be also written as
\[ E(M^j(\varphi)M^j(\psi)) = \int_{\mathbb{R}^k} \mu(d\xi) \mathcal{F}\varphi(t)(\xi) \mathcal{F}\psi(t)(\xi), \quad (1.3) \]
where $\mu$ denotes the spectral measure ($\mu = \mathcal{F}^{-1}f$) and $\mathcal{F}$ denotes the Fourier transform operator on $\mathbb{R}^k$.

The system (1.1) is rigorously interpreted as follows:
\[ u_i(t, x) = \sum_{j=1}^{d} \int_0^t \int_{\mathbb{R}^k} G(t - s, x - y) \sigma_{i,j}(u(s, y)) M^j(ds, dy) \]
\[ + \int_0^t \int_{\mathbb{R}^k} G(t - s, x - y) b_i(u(s, y)) dsdy, \quad (1.4) \]
$i = 1, \ldots, d$, where $G$ denotes the fundamental solution of the wave equation, $M^j$ is extended to a worthy martingale measure and the stochastic integral is as in [4]. For the expressions of $G$ for $k = 1, 2, 3$, and their Fourier transforms, see (1.9) and (1.10), respectively.

Assume that the spectral measure $\mu$ satisfies

$$\int_{\mathbb{R}^k} \frac{\mu(d\xi)}{1 + |\xi|^2} < \infty,$$

where $|\cdot|$ is the Euclidean norm. Then, from an easy extension of Theorem 13 in [4], there is a unique random field solution to (1.4) (and the above condition is also essentially necessary). This solution is a $d$–dimensional stochastic process $u = \{u(t, x) = (u_i(t, x))_{1 \leq i \leq d}, (t, x) \in [0, T] \times \mathbb{R}^k\}$, adapted to the natural filtration associated with the martingale measure $\{M_t(B), t \in [0, T], B \in \mathcal{B}_b(\mathbb{R}^k)\}$ and continuous in $L^2(\Omega)$. Here, $\mathcal{B}_b(\mathbb{R}^k)$ stands for the set of bounded Borel sets of $\mathbb{R}^k$.

Our objective is to establish upper and lower bounds on the probabilities that the process $u$ hits a set $A \in \mathcal{B}_b(\mathbb{R}^d)$ and thus, to develop a probabilistic potential theory for the process $u$. This will be obtained in terms of the Hausdorff measure and the Bessel-Riesz capacity of $A$, respectively.

In [12], hitting probabilities for systems of Gaussian waves for any spatial dimension $k$ have been studied. This reference covers the case where, in (1.4), $\sigma = (\sigma_{i,j})_{1 \leq i, j \leq d}$ is an invertible matrix with constant entries, $b = (b^i, i = 1, \ldots, d) \equiv 0$ and $k \in \mathbb{N}$. The following result was proved. Assume that the covariance $\Gamma$ is absolutely continuous with respect to Lebesgue measure and its density is given by $f(x) = |x|^\beta$, with $\beta \in ]0, 2 \wedge k]$. Fix $t_0 \in [0, T]$ and let $I, J$ be compact subsets of $[t_0, T]$ and $\mathbb{R}^k$, each with positive Lebesgue measure. Fix $N > 0$. There exist positive constants $c$ and $C$ depending on $I$, $J$, $N$, $\beta$, $k$ and $d$, such that, for any Borel set $A \subset [-N, N]^d$,

$$c \text{ Cap}_{d - \frac{2(k+1)}{2-\beta}}(A) \leq P\{u(I \times J) \cap A \neq \emptyset\} \leq C \mathcal{H}_{d - \frac{2(k+1)}{2-\beta}}(A).$$

(1.6)

Here, the lower bound contains the $d - \frac{2(k+1)}{2-\beta}$–dimensional Bessel-Riesz capacity of $A$, and the upper bound the Hausdorff measure of $A$ of dimension $d - \frac{2(k+1)}{2-\beta}$ (at the end of the section, we will recall the definitions of these notions). The parameter $d - \frac{2(k+1)}{2-\beta}$ gives the optimal value that can be expected in a possible generalization of this result to Equation (1.4).

The proof of (1.6) is carried out by applying some general criteria for hitting probabilities established in [12] (see also [1]). They are described by properties of densities and joint densities of random variables in the random
field \( u \), and also by the regularity of its sample paths. For the random field given by

\[
u_i(t, x) = \sum_{j=1}^{d} \int_{0}^{t} \int_{\mathbb{R}^k} G(t - s, x - y) \sigma_{i,j} M^j(ds, dy), \quad i = 1, \ldots, d,
\]

checking the necessary assumptions to apply the above-mentioned criteria is done by working directly on the explicit formulas for the (Gaussian) densities.

Hitting probabilities for systems of non-linear stochastic partial differential equations have been studied in [10], [6], [7], [8] and [12] (see also [20] for a (Gaussian) random string, [9] for a heat equation with reflection, and [25] for a system of heat equations driven by an additive fractional Brownian motion). In the first reference, a system of two-parameter Itô equations driven by a Brownian sheet has been considered. By a rotation of forty-five degrees, the system is transformed into a new one consisting of wave equations in spatial dimension \( k = 1 \) driven by a space-time white noise. References [6, 7] are concerned with systems of heat equations in spatial dimension \( k = 1 \) driven by space-time white noise. Systems of non-linear heat equations with \( k \geq 1 \) driven by a Gaussian noise of the type described before, with covariance measure \( \Gamma(dx) = |x|^{-\beta}dx, \beta \in [0, 2 \wedge k] \) are considered in [8] (and uses some ideas developed here). In contrast with [12] and [1], in non Gaussian cases, the existence, expression and properties of densities are obtained using Malliavin Calculus. Here, we also use this tool. For this, we shall consider the following conditions (which are standard for Malliavin calculus) on the coefficients of the system (1.4):

(P1) The functions \( \sigma_{i,j} \) and \( b_i \), \( 1 \leq i, j \leq d \) are infinitely differentiable, with bounded partial derivatives of any positive order. Moreover, the \( \sigma_{i,j} \), \( 1 \leq i, j \leq d \), are bounded.

(P2) The matrix-valued function \( \sigma \) is uniformly elliptic. This implies that for any \( v \in \mathbb{R}^d \) with \( ||v|| = 1 \),

\[
\inf_{x \in \mathbb{R}^d} ||v^t \sigma(x)|| \geq \rho_0 > 0. \tag{1.7}
\]

Section 2 is devoted to establishing the upper bound in terms of Hausdorff measure. According to [12, Theorem 2.4], it suffices to prove the existence of a density \( p_{t,x}(z) \) for any random variable \( u(t, x), (t, x) \in ]0, T] \times \mathbb{R}^k \), and that this density in uniformly bounded (in its three variables) over compact sets. In addition, we must bound from above the \( L^q \)-moments of increments \( u(t, x) - u(s, y) \) in terms of a power of the distance \( |t - s| + |x - y| \), for any \( q \in [1, \infty[ \) (see the statements (R1) and (R2) in Section 2).
The existence of smooth densities in the $z$-variable for the random variables $u(t,x)$, $(t,x) \in [0,T] \times \mathbb{R}^k$, solution to a stochastic wave equation with $k = 2$ and $k = 3$ ((1.4) with $d = 1$) has been proved in [19] and [27], respectively. However, to the best of our knowledge, no written proof exists for $k = 1$ and spatially homogeneous noise, and the issue of uniform boundedness has not been addressed either. The main ingredients for proving this result are uniform bounds in $(t,x)$ over compact sets for the $L^p$-moments of the determinant of the inverse of the Malliavin matrix $\gamma_{u(t,x)}$. This is proved in Proposition 2.3 with an approach that is independent of the dimension $k \in \{1, 2, 3\}$.

As for the analysis of $L^q$-moments of increments $u(t,x) - u(s,y)$, we consider different types of assumptions on the covariance measure $\Gamma$. The two cases—additive and multiplicative noise—are handled separately. In comparison with the latter, the former admits more general covariances and the estimates are sharper. For multiplicative noise, we rely on known results for $k = 2$ [19, 18] and $k = 3$ [11], but, not being aware of any reference, we give a complete proof for $k = 1$. Finally, our result on upper bounds is stated in Theorem 2.1.

The main part of this paper is devoted to establishing lower bounds on the hitting probabilities in terms of the Bessel-Riesz capacity of the set $A$. For this, we assume that $\Gamma(dx) = |x|^{-\beta}$, with $\beta \in ]0, 2 \wedge k[$. This is hypothesis (C1) in Section 2, which is more restrictive than the other conditions (C1’), (C2), (C3) listed there.

Lower bounds on hitting probabilities are obtained by using a modification of Theorem 2.1 in [12], as follows. When applied to the random field solution to the system (1.4), the two hypotheses of that theorem are

(a) a Gaussian-type upper bound for the joint density of $(u(s,y), u(t,x))$, for $(s,y) \neq (t,x)$, $(s,y), (t,x) \in [0,T] \times \mathbb{R}^k$;

(b) strict positivity of the density $p_{t,x}$ on $\mathbb{R}^d$.

Property (b) has been recently established in [24]. As for the upper bound in (a), we show here that this hypothesis can be significantly weakened. Indeed, the exponential factor in the Gaussian-type bound can be replaced by a monomial (see the proof of Theorem 3.8 and also Remark 3.1(b)), and this still leads to the same lower bounds on hitting probabilities as the Gaussian-type estimate.

As in [7], the main technical effort of the paper is to establish such an upper bound on the joint density. We follow the same general approach as in this reference, though the difficulties that we encounter and the way they are solved present significant differences. Let $Z = (u(s,y), u(t,x) - u(s,y))$
and denote by $\gamma_Z$ the Malliavin matrix of $Z$. The hard core of the analysis consists of obtaining the rate of degeneracy in terms of negative powers of $|t-s| + |x-y|$ of $L^p$-moments of the inverses of the eigenvalues of $\gamma_Z$. As was noticed in [7], this is necessary only for the “small” eigenvalues. For the “large” eigenvalues, it suffices to prove that their inverses have $L^p$-bounded moments.

In Section 3, we highlight this fact. Indeed, Theorem 3.1 provides lower bounds for the hitting probabilities, assuming that the conditions mentioned before on the large and small eigenvalues (see (3.5)–(3.6)) are satisfied. Although the proof of Theorem 3.1 uses arguments from [7], we would like to stress two novel points. First, the remark on condition (a) mentioned above. Indeed, in the examples previously analyzed in the literature, the exponential factor is obtained by applying the exponential martingale inequality. This is possible by eliminating the drift term via Girsanov’s theorem. In our framework, this is not possible, since no suitable version of that theorem exists for $k > 1$. Fortunately, the monomial factor can be obtained given that we have $L^p$-estimates of increments of $u(t, x) - u(s, y)$ in terms of powers of $|t-s| + |x-y|$. Indeed, this question appears naturally in relation with the analysis of sample path regularity through Kolmogorov’s continuity criterion. The second point is that this theorem explains the relationship between the rate of degeneracy of the small eigenvalues that we alluded to before, described by some positive parameter $\rho$ (see (3.5)) and the dimension of the Bessel-Riesz capacity in the lower bound on hitting probabilities (see (3.5)). In particular, we observe from Theorem 3.1 that obtaining an optimal result for the lower bound requires an optimal result on the rate of degeneracy associated with the small eigenvalues!

Section 4 is devoted to the analysis of the eigenvalues of the Malliavin matrix $\gamma_Z$, in order to check the validity of assumptions (3.5)–(3.6), for some rate parameter $\rho$. The main tool for carrying out this program is [7, Proposition 3.5]. However, we will obtain in Theorem 4.1 a value of $\rho$ arbitrarily close to $3 - \beta$, whereas the optimal value should be $2 - \beta$.

Theorem 4.2 is devoted to establishing the bound (3.6) on the large eigenvalues. The proof of an analogous result in [7] relies on the semigroup property of the heat kernel and its properties, and uses repeatedly [7, Proposition 3.5]. We also use this tool, but the overall structure of the proof is quite different. Given the absence of semigroup property, Lemma 5.12 plays a crucial role. This Lemma tells us that, for $\epsilon > 0$, $x, y \in \mathbb{R}^k$, $x \neq y$,

$$\lim_{|x-y| \to \infty} \int_0^\epsilon dr \langle G(r, y - \ast), G(h + r, x - \ast) \rangle_{\mathcal{H}} = 0,$$

uniformly over $\frac{|x-y|}{\epsilon} \in [0, 1]$. This result has some similitude with the classical
Riemann-Lebesgue theorem. In [7], the space $\mathcal{H}$ (related to the covariance of the spatially homogeneous noise) is replaced by $L^2([0, 1])$. Finally, our main result on lower bounds is stated in Theorem 4.3.

Section 5 gathers a collection of auxiliary estimates that are used in the proofs of the previous section. These are of different types. Lemmas 5.4, 5.5, 5.7, 5.8, 5.9 concern integrated increments of the covariance function. They extend results proved in [11, Chapter 6] by expliciting the dependence on the length of the domain of integration in the time variable. Lemmas 5.1 and 5.11 establish upper and lower bounds on integrals in time of $H$-norms of the fundamental solution $G$ to the wave equation. Propositions 5.3 and 5.6 provide upper bounds for $L^p$-moments of integrals in time, on a domain of size $\varepsilon$, of $\mathcal{H}$-norms of stochastic processes which are a product of increments of the fundamental solution $G$ and an $L^p$-bounded process. Lemma 5.12 has already been mentioned.

We end the description of the different sections of this paper with a short discussion about the discrepancy between the results obtained here in comparison with (1.6) (the Gaussian case). The upper bound (2.1) is almost optimal. In fact, by taking $\Gamma(dx) = |x|^{-\beta}$, $\beta \in ]0, 2 \wedge k]$, the dimension of the Hausdorff measure in the right-hand side of (2.1) is strictly less than (but arbitrarily close to) $d - \frac{2(k+1)}{2-\beta}$. The same phenomenon appears in [7] in comparison with [6]. Concerning the lower bound, according to (3.7), if the parameter $\rho$ in (3.5) were equal to $2 - \beta + \delta$, for some $\delta$ arbitrarily close to zero, then the dimension of the capacity in (3.7) would be $d - \frac{2(k+1)}{2-\beta} + \eta$, with $\eta$ arbitrarily close to zero, and therefore arbitrarily close to the Gaussian case. We see in (4.1) that we can take $\rho = 3 - \beta + \delta$, for any arbitrarily small $\delta$. This gives in Theorem 4.3 a capacity dimension $d \left(1 + \frac{2d}{2-\beta}\right) + \delta - \frac{2(k+1)}{2-\beta}$, which is rather far from optimal. The reason for this discrepancy stems from the type of localization in time that we use to keep control of the size of the eigenvalues (see for instance (4.3), (4.4)). It is an open problem to determine a better localization procedure that would provide the optimal dimension in the lower bound.

One objective in the study of hitting probabilities is to determine under which relationship between $d$, $k$ and $\beta$ points are polar or not. Recall that a point $z \in \mathbb{R}^d$ is polar for $u$ if $P\{\exists (t, x) \in [0, T] \times \mathbb{R}^k : u(t, x) = z\} = 0$, and it is non-polar otherwise. In general, points are polar for $d$ large and/or $k$ small, and are non-polar otherwise. The following is an immediate consequence of Theorems 2.1 and 4.3.

**Corollary 1.1** Assume (P1) and (P2) above, and (C1) in Section 2. Fix $\beta \in ]0, 2 \wedge k]$ and let $u$ be the solution of (1.4).
(a) Suppose $d > \frac{2(k+1)}{2-\beta}$. Then points are polar for $u$.

(b) Suppose $d(1 + \frac{4d}{2-\beta}) < \frac{2(k+1)}{2-\beta}$. Then points are non-polar for $u$.

We finish this introduction by defining certain notions and notations that will be used in the sequel.

Let $\gamma \in \mathbb{R}$. The $\gamma$-dimensional Hausdorff measure of a Borel set $A \subset \mathbb{R}^d$ is defined by

$$\mathcal{H}_\gamma(A) = \liminf_{\varepsilon \to 0^+} \left\{ \sum_{i=1}^{\infty} (2r_i)^\gamma : A \subset \bigcup_{i=1}^{\infty} B_{r_i}(x_i), \sup_i r_i \leq \varepsilon \right\}.$$  

The Bessel-Riesz kernels are defined by

$$K_\gamma(r) = \begin{cases} r^{-\gamma} & \text{if } \gamma > 0, \\ \log \left( \frac{c}{r} \right) & \text{if } \gamma = 0, \\ 1 & \text{if } \gamma < 0, \end{cases}$$

where $c$ is a positive constant. For every Borel set $A \subset \mathbb{R}^d$, let $\mathcal{P}(A)$ be the set of probability measures on $A$. For $\mu \in \mathcal{P}(A)$, we set

$$\mathcal{E}_\gamma(\mu) = \int_A \int_A K_\gamma(\|x - y\|) \mu(dx) \mu(dy).$$

The Bessel-Riesz capacity of a Borel set $A \subset \mathbb{R}^d$ is defined as follows:

$$\text{Cap}_\gamma(A) = \left[ \inf_{\mu \in \mathcal{P}(A)} \mathcal{E}_\gamma(\mu) \right]^{-1},$$

with the convention that $1/\infty = 0$.

There is a Hilbert space naturally associated with the spatial covariance of $M$ (see (1.3)). Indeed, let $\mathcal{H}$ be the completion of the Schwartz space of real-valued test functions $\mathcal{S}(\mathbb{R}^k)$ endowed with the semi-inner product

$$\langle \varphi, \psi \rangle_{\mathcal{H}} = \int_{\mathbb{R}^k} \mu(d\xi) F\varphi(\xi) \overline{F\psi(\xi)}.$$  

We define $\mathcal{H}_d^d = \{ h = (h^1, \ldots, h^d) : h^\ell \in \mathcal{H}, \ell = 1, \ldots, d \}$, $\mathcal{H}_t = L^2([0,t]; \mathcal{H})$, and $\mathcal{H}_d^d = L^2([0,t]; \mathcal{H}_d^d)$, $t \in [0,T]$.

Assume that $\varphi \in \mathcal{H}$ is a signed measure with finite total variation. Suppose also that $\Gamma(dx) = |x|^{-\beta} dx$, with $\beta \in ]0,2 \wedge k[$ and therefore $\mu(d\xi) = c_{k,\beta} |\xi|^{-\beta-k} d\xi$ (see [4]). Then, by applying [16, Theorem 5.2] (see also [17, Lemma 12.12, page 162] for the case of probability measures with
compact support) and a polarization argument on the positive and negative parts of \( \phi \), we obtain

\[
\| \phi \|_H^2 = \int_{\mathbb{R}^k} |F(\phi)(\xi)|^2 \frac{d\xi}{|\xi|^{3-\beta}} = C \int_{\mathbb{R}^k \times \mathbb{R}^k} \phi(dx)\phi(dy)|x-y|^{-\beta}.
\]

(1.8)

This fundamental identity will be applied on several occasions.

We recall the expressions for the fundamental solution to the wave equation in spatial dimension \( k \in \{1, 2, 3\} \):

\[
\begin{align*}
  k &= 1 : \quad G(t, x) = \frac{1}{2!} 1_{\{|x|<t\}}, \\
  k &= 2 : \quad G(t, x) = \frac{1}{2\pi} (t^2 - |x|^2)^{-\frac{1}{2}}, \\
  k &= 3 : \quad G(t, dx) = \frac{1}{4\pi t} \sigma_t(dx),
\end{align*}
\]

(1.9)

where \( \sigma_t(dx) \) denotes the uniform measure on the sphere centered at zero and with radius \( t \), with total mass \( 4\pi t^2 \). For any dimension \( k \in \mathbb{N}^* \), the Fourier transform of \( G(t) \) is given by

\[
\mathcal{F}G(t) (\xi) = |\xi|^{-1} \sin(t|\xi|).
\]

(1.10)

We refer the reader to [13] for these formulas.

Throughout the article, we will use the notation \( T_0 \) for a generic interval \([t_1, t_2]\), with \( 0 < t_1 < t_2 \leq T < \infty \), \( \mathcal{O} \) for a compact subset of \( \mathbb{R}^d \) and \( K \) for a compact subset of \( \mathbb{R}^k \).

## 2 Upper bound

We will assume that the covariance measure \( \Gamma \) of the Gaussian process governing the system (1.4) is absolutely continuous with respect to Lebesgue measure on \( \mathbb{R}^k \), and we will consider the following set of hypotheses on its density \( f \):

(C1) The covariance measure is of the form \( \Gamma(dx) = f(x)dx \), where \( f(x) = |x|^{-\beta} \) if \( x \neq 0 \), with \( \beta \in ]0, 2 \wedge k[ \).

(C1') The spectral measure \( \mu \) of the noise satisfies

\[
\int_{\mathbb{R}^k} \frac{\mu(d\xi)}{(1 + |\xi|^2)\alpha} < \infty,
\]

for some \( \alpha \in ]0, 1[ \).
The covariance measure is of the form \( \Gamma(dx) = f(|x|)dx \), where \( f : \mathbb{R}_+ \to \mathbb{R}_+ \) satisfies \( \int_0^\infty r^{1-\eta} f(r)dr < \infty \), for some \( \eta \in [0,1[ \).  

(C3) The covariance measure is of the form \( \Gamma(dx) = f(x)dx \), where \( f(x) = \varphi(x)|x|^{-\beta} \) if \( x \neq 0 \), with \( \beta \in ]0,2 \wedge k[ \) and \( \varphi \) is a bounded and positive function belonging to \( C^1(\mathbb{R}^k) \) (the space of bounded and Hölder-continuous functions with exponent \( \mu \in ]0,1[ \)).

Notice that (C1’) is satisfied when \( \Gamma(dx) = |x|^{-\beta} \), with \( \beta \in ]0,2 \wedge k[ \) and \( \alpha \in ]0,1[ \). Also, (C2) is satisfied when \( f : \mathbb{R}_+ \to \mathbb{R}_+ \) is defined by \( f(r) = r^{-\beta} \), \( \beta \in ]0,2 \wedge k[ \), with \( \eta < 2 - \beta \).

This section is devoted to establishing the following result.

**Theorem 2.1** Let \( \{u(t,x), (t,x) \in [0,T] \times \mathbb{R}^k\} \) be the stochastic process given by the system (1.4) of SPDEs with \( k \in \{1,2,3\} \). Let \( I \) and \( K \) be compact subsets of \( [0,T] \) and \( \mathbb{R}^k \), respectively, with positive Lebesgue measure. Consider the following cases:

1. Additive noise: The matrix \( \sigma = (\sigma_{i,j})_{1 \leq i,j \leq d} \) has constant entries and \( \det \sigma \neq 0 \); the functions \( b_i, 1 \leq i \leq d \), are bounded, infinitely differentiable with bounded partial derivatives of any order. The covariance measure satisfies (C1) or (C1’).

2. Multiplicative noise: The coefficients \( \sigma_{i,j} \) and \( b_i, 1 \leq i,j \leq d \) satisfy the assumptions (P1) and (P2). For \( k = 2 \), we assume that the covariance measure satisfies (C2). For \( k \in \{1,3\} \), we assume (C3).

Fix \( \zeta \in ]0,d[ \). Then there exists a positive constant \( c = c(I,K,\Gamma,k,d,\zeta) \) such that, for any Borel set \( A \subset \mathbb{R}^d \),

\[
P\{u(I \times K) \cap A \neq \emptyset\} \leq c\mathcal{H}_{d-\zeta-\frac{1+\mu}{2}}(A), \quad i = 1,2, \tag{2.1}
\]

with the following values of \( \delta_i \). In Case 1, under (C1), \( \delta_1 = \frac{2-\beta}{2} \), and under (C1’), \( \delta_1 = 1 - \alpha \). In Case 2, for \( k = 1 \), \( \delta_2 = \frac{2-\beta}{2} \), for \( k = 2 \), \( \delta_2 = \frac{\eta}{2} \); and for \( k = 3 \), \( \delta_2 = \frac{2-\beta}{2} \wedge \frac{1+\mu}{2} \).

According to Theorem 2.4 of [12], in order to prove Theorem 2.1, we must prove two facts.

(R1) For any \( (t,x) \in T_0 \times K \), the random vector \( u(t,x) \) has a density \( p_{t,x} \), and

\[
\sup_{z \in \mathcal{O}((t,x)) \cap \mathbb{T}_0 \times K} \sup_{z \in \mathcal{O}((t,x)) \cap \mathbb{T}_0 \times K} p_{t,x}(z) \leq C. \quad \tag{2.2}
\]
(R2) There exists \( \delta \in [0, 1] \) and a constant \( C \) such that for any \( q \in [1, \infty[ \), \( s, t \in T_0 \) and \( x, y \in K \),

\[
E(|u(t, x) - u(s, y)|^q) \leq C (|t - s| + |x - y|)^{q\delta}.
\]

These two facts imply (2.1) with \( \delta_i \) replaced by \( \delta \). We note that because \( \zeta \) is arbitrarily small, we will obtain (2.1) with \( \delta \) provided we establish (2.3) for any \( \delta < \delta_i \).

### 2.1 Proof of (R2)

The results of this section can be proved under the assumption that the functions \( \sigma_{i,j}, b_i, 1 \leq i, j \leq d \), are merely Lipschitz continuous, instead of supposing the stronger assumptions (P1) and (P2).

#### Case 1: additive noise

**Proposition 2.2** Let \( \{u(t, x), (t, x) \in [0, T] \times \mathbb{R}^k\} \), \( k \in \{1, 2, 3\} \), be the solution of the system of SPDEs defined by (1.4). Under Assumption (C1) (respectively (C1')), property (R2) holds with \( \delta = 2 - \beta \) (respectively \( \delta < 1 - \alpha \)).

**Proof.** Without loss of generality, we may assume in this proof that \( d = 1 \) and therefore, we omit the index \( i \). Define

\[
v(t, x) = \int_0^t \int_{\mathbb{R}^k} G(t - r, x - z)M(dr, dz).
\]

Fix \( q \in [1, \infty[ \) and consider \( x, y \in K, t \in [0, T] \) and \( h > 0 \) such that \( t + h \in [0, T] \). Then

\[
E \left( |u(t, x) - u(t + h, x + y)|^q \right) \leq C(q) \left( T_1 + T_2 \right),
\]

with

\[
T_1 = E \left( |v(t, x) - v(t + h, x + y)|^q \right),
\]

\[
T_2 = E \left( \left| \int_0^t dr \int_{\mathbb{R}^k} dz \left( G(t - r, x - z)b(u(r, z)) - \int_0^{t+h} dr \int_{\mathbb{R}^k} dz G(t + h - r, x + y - z)b(u(r, z)) \right)^q \right| \right).
\]

Since the process \( \{v(t, x), (t, x) \in [0, T] \times \mathbb{R}^k\} \) is Gaussian,

\[
T_1 \leq C(q) \left( E \left( |v(t, x) - v(t + h, x + y)|^2 \right) \right)^{\frac{q}{2}}.
\]
Then, by Proposition 4.1 of [12], under (C1), we obtain

\[ T_1 \leq C(q) (h + |y|)^q \delta, \quad \text{with } \delta = \frac{2 - \beta}{2}, \quad (2.5) \]

and under (C1'), it is a consequence of the calculations carried out in [2, Corollary 7.3 and Proposition 7.4] that

\[ T_1 \leq C(q) (h + |y|)^{q \delta}, \quad \text{with } \delta < 1 - \alpha. \quad (2.6) \]

For the analysis of the term \( T_2 \), we first write

\[
\int_0^t dr \int_{\mathbb{R}^k} dz G(t - r, x - z)b(u(r, z)) = \int_0^t dr \int_{\mathbb{R}^k} G(r, dz) b(u(t - r, x - z)),
\]

and

\[
\int_0^{t+h} dr \int_{\mathbb{R}^k} dz G(t + h - r, x + y - z)b(u(r, z)) = \int_0^{t+h} dr \int_{\mathbb{R}^k} G(r, dz) b(u(t + h - r, x + y - z)),
\]

and consider the terms

\[
T_{2,1} = E \left( \left| \int_0^t dr \int_{\mathbb{R}^k} G(r, dz) \times [b(u(t - r, x - z)) - b(u(t + h - r, x + y - z))] \right|^q \right),
\]

\[
T_{2,2} = E \left( \left| \int_t^{t+h} dr \int_{\mathbb{R}^k} G(r, dz) b(u(t + h - r, x + y - z)) \right|^q \right).
\]

It has been proved in [4] that the solution to the stochastic wave equation with vanishing initial conditions is stationary in space. Hence, by applying Hölder’s inequality with respect to the finite measure \( G(r, dz)dr \), using the Lipschitz property of \( b \) and the change of variable \( r \mapsto t - r \), we obtain

\[
T_{2,1} \leq C \int_0^t dr \int_{\mathbb{R}^k} G(r, dz) \times E \left( |b(u(t - r, x - z)) - b(u(t + h - r, x + y - z)|^q \right) \\
\leq C \int_0^t dr E \left( |u(t - r, x) - u(t + h - r, x + y)|^q \right) \\
= C \int_0^t dr E \left( |u(r, x) - u(r + h, x + y)|^q \right).
\]
Hölder’s inequality with respect to Lebesgue measure and the linear growth of the function $b$ imply that

$$T_{2,2} \leq C(q)h^{q-1} \int_t^{t+h} dr \int_{\mathbb{R}^k} G(r, dz) \left( 1 + \sup_{t,x} E(|u(t, x)|^q) \right) \leq Ch^q.$$  

In the last inequality, we have used (see [4, Theorem 13]) that

$$\sup_{(t, x) \in [0, T] \times \mathbb{R}^k} E(|u(t, x)|^q) < \infty. \quad (2.7)$$

Consequently

$$T_2 \leq C \left( \int_0^t dr E(|u(r, x) - u(r + h, x + y)|^q) + h^q \right). \quad (2.8)$$

The estimates (2.4)–(2.8), along with Gronwall’s lemma, yield

$$E(|u(t, x) - u(t + h, x + y)|^q) \leq C (|h| + |y|)^{\delta q}, \quad (2.9)$$

with $\delta = \frac{2-\beta}{2}$ under (C1) and $\delta < 1 - \alpha$ under (C1'). □

**Case 2: multiplicative noise**

These are the known results in dimensions $k \in \{1, 2, 3\}$.

**Case** $k = 2$. Assume that the covariance measure $\Gamma$ of the noise satisfies (C2). Then (R2) holds with $\delta \in [0, \frac{\alpha}{2}]$ (see [19, Proposition 1.4] and its improvement in [18, Theorem 2.2]).

**Case** $k = 3$. Suppose that $\Gamma$ satisfies (C3). For $d = 1$, Theorem 4.11 in [11] yields (R2) with $\delta \in [0, \frac{2-\beta}{2} \wedge \frac{1+\mu}{2}]$. The extension to systems of wave equations is straightforward.

**Case** $k = 1$. Suppose that $\Gamma$ satisfies (C3). Then (R2) is obtained with $\delta = \frac{2-\beta}{2}$ from a straightforward calculation, much simpler than for $k = 2$ or $k = 3$, of moments of increments $u(t, x) - u(s, y)$. Since this calculation does not seem to be available in the literature, we sketch it for convenience of the reader.

Since we are looking for an upper bound, we can work separately with the time-increments and the spatial increments. We only consider the spatial increments, so we assume that $s = t$. Then

$$u(t, x) - u(t, y) = T_1 + T_2,$$
where
\[ T_1 = \int_0^t \int_{\mathbb{R}^k} (G(t - r, x - z) - G(t - r, y - z)) \sigma(u(r, z)) \, M(dr, dz), \]
\[ T_2 = \int_0^t \int_{\mathbb{R}^k} (G(t - r, x - z) - G(t - r, y - z)) b(u(r, z)) \, dr, dz, \]
Without loss of generality, we assume that \( d = 1 \). Then \( E(|u(t, x) - u(t, y)|^q) \) is bounded by a constant times \( E(|T_1|^q) + E(|T_2|^q) \). Let us consider the term with \( T_1 \).

By Burkholder’s inequality,
\[
E(|T_1|^q) \leq C E \left[ \left( \int_0^t dr \left\| (G(t - r, x - *) - G(t - r, y - *)) \sigma(u(r, *)) \right\|_H^2 \right)^{q/2} \right] \\
\leq C_1 \int_0^t dr E[\| (G(t - r, x - *) - G(t - r, y - *)) \sigma(u(r, *)) \|^q_H].
\]
Since \( k = 1 \), \( G(r, z) = \frac{1}{2} 1_{\{\|z\| < r\}} \), so Hölder’s inequality implies that the \( \| \cdot \|_H^q \) is bounded by
\[
\left( \int_\mathbb{R} dz \int_\mathbb{R} dw |G(t - r, x - z) - G(t - r, y - z)| \| \sigma(u(r, z)) \| \sigma(z - w) \right. \\
\left. \times |z - w|^{-\beta} |G(t - r, x - w) - G(t - r, y - w)| \| \sigma(u(r, w)) \| \right)^{q-1} \\
\times \int_\mathbb{R} dz \int_\mathbb{R} dw |G(t - r, x - z) - G(t - r, y - z)| \sigma(z - w) \\
\times |z - w|^{-\beta} |G(t - r, x - w) - G(t - r, y - w)| \\
\times E(\| \sigma(u(r, z)) \|^{q/2} \| \sigma(u(r, w)) \|^{q/2}).
\]
Since \( \varphi \) is bounded and \( \sigma \) is Lipschitz, we use the Cauchy-Schwarz inequality to see that
\[
E(|T_1|^q) \leq C \int_0^t dr \left( 1 + \sup_{z \in \mathbb{R}} E(|u(r, z)|^q) \right) \\
\times \left( \int_\mathbb{R} dz \int_\mathbb{R} dw |G(t - r, x - z) - G(t - r, y - z)| \\
\times |z - w|^{-\beta} |G(t - r, x - w) - G(t - r, y - w)| \right)^{q/2}. 
\]
Assume without loss of generality that \( x \leq y \). It is useful to distinguish the cases \( t - r < \frac{y - x}{2} \) and \( t - r \geq \frac{y - x}{2} \). We consider only the latter case. For \( t - r \geq \frac{y - x}{2} \), the integral in parentheses is equal to
\[
\int_{A(x,y,t,r)} dz \int_{A(x,y,t,r)} dw |z - w|^{-\beta}, \tag{2.10}
\]
where

\[ A(x, y, t, r) = [x - (t - r), y - (t - r)] \cup [x + t - r, y + t - r]. \]

This integral can be written as the sum of four integrals, the first two of which are

\[
I_1 = \int_{x-(t-r)}^{y-(t-r)} dz \int_{x-(t-r)}^{y-(t-r)} dw \left| z - w \right|^{-\beta},
I_2 = \int_{x-(t-r)}^{y-(t-r)} dz \int_{x+t-r}^{y+t-r} dw \left| z - w \right|^{-\beta}.
\]

Notice that since \( \beta \in ]0, 1[ \),

\[
I_1 = \int_{x-(t-r)}^{y-(t-r)} dz \left( \int_{x-(t-r)}^{z} dw (z - w)^{-\beta} + \int_{z}^{y-(t-r)} dw (w - z)^{-\beta} \right),
\]

and an explicit integration shows that

\[
I_1 = c (y - x)^{2-\beta}.
\]

In order to bound \( I_2 \), we distinguish two further cases: \( t - r \geq y - x \) and \( y - x > t - r \geq \frac{y-x}{2} \). When \( t - r \geq y - x \),

\[
I_2 \leq \int_{x-(t-r)}^{y-(t-r)} dz \int_{x+t-r}^{y+t-r} dw \left| y - x \right|^{-\beta} = c|y - x|^{2-\beta}.
\]

When \( y - x > t - r \geq \frac{y-x}{2} \), a direct integration shows that

\[
I_2 = c[(y - x + 2(t - r))^{2-\beta} - 2(2(t - r))^{2-\beta} + (x - y + 2(t - r))^{2-\beta}] \leq C|y - x|^{2-\beta}.
\]

The other two integrals arising from (2.10) are handled by symmetry. We conclude that

\[
E(|T_1|^q) \leq C \int_0^t dr \left( 1 + \sup_{z \in \mathbb{K}} E(|u(r, z)|^q) \right) |y - x|^{\frac{2q}{2-\beta}}.
\]

Using (2.7), we see that

\[
E(|T_1|^q) \leq C |y - x|^{\frac{2q}{2-\beta}}.
\]

We leave to the reader to check that a similar bound holds for \( E(|T_2|^q) \). This leads to the bound

\[
E(|u(t, x) - u(t, y)|^q) \leq C |y - x|^{\frac{2q}{2-\beta}}.
\]

This completes the proof of (R2) with \( \delta = \frac{2-\beta}{2} \) under assumption (C3) in the case where \( k = 1 \).
2.2 Proof of (R1)

In this section, we consider Equation (1.4) with multiplicative noise. We assume that \( k \in \{1, 2, 3\} \), and that the functions \( \sigma_{i,j} \) and \( b_i, i, j = 1, \ldots, d, \) satisfy (P1) and (P2).

We shall use Malliavin calculus in the context of [28] (see chapters 3 and 7 there for the notions and notation). According to Proposition 3.4 in [7], property (R1) will be ensured by the following properties:

1. \( u(t, x) \in D^{\infty}(\mathbb{R}^d). \)

2. For all \( p \in ]1, \infty[ \) and \( \ell \geq 1, \) there exists a positive constant \( c_1 = c_1(\ell, p) \) such that
\[
\sup_{(t,x) \in \mathbb{T}_0 \times K} E \left( \|D^\ell u_i(t, x)\|_{\mathcal{H}^p_t}^p \right) \leq c_1, \ i = 1, \ldots, d.
\]

3. For all \( p \in ]1, \infty[, \) there exists a positive constant \( c_2 = c_2(p) \) such that
\[
\sup_{(t,x) \in \mathbb{T}_0 \times K} E \left( (\det \gamma_{u(t,x)})^{-p} \right) \leq c_2,
\]

where \( \gamma_{u(t,x)} \) denotes the Malliavin matrix of \( u(t, x). \)

In the same two cases as in Theorem 2.1, Properties 1 and 2 above follow from an easy extension of Theorem 7.1 in [28] to systems of equations. Hence, we shall focus on the proof of Property 3 above.

For its further use, we write the equation satisfied by the Malliavin derivative of the \( i \)-th component of \( Du(t, x). \) Remember that this is an \( \mathcal{H}^d_t \)-valued random variable. According to [28, Theorem 7.1] (see also [23]), for \( t \leq r, \)

\[
D_{r,z}^{(j)} u_i(t, x) = G(t - r, x - z)\sigma_{i,j}(u(r, z)) + \sum_{\ell = 1}^{d} \int_0^t \int_{\mathbb{R}^k} G(t - s, x - y) \nabla \sigma_{i,\ell}(u(s, y)) \cdot D_{r,z}^{(j)} u_i(s, y) \, M^\ell(ds, dy) + \int_0^t ds \int_{\mathbb{R}^k} dy G(t - s, x - y) \nabla b_i(u(s, y)) \cdot D_{r,z}^{(j)} u(s, y), \tag{2.11}
\]

where the symbol “\( \cdot \)” denotes the Euclidean inner product in \( \mathbb{R}^d, \) and the notation \( D^{(j)} \) stands for the Malliavin derivative with respect to the \( j \)-th component of the noise.
Proposition 2.3 Let \( k \in \{1, 2, 3\} \). Fix, as in Section 1, a compact subset \( T_0 \times K \subset [0, T] \times \mathbb{R}^k \). Assume that the functions \( \sigma_{i,j}, b_i, i, j = 1, \ldots, d \), satisfy (P1) and (P2). In the same two cases as in Theorem 2.1, for \( p > 0 \),

\[
\sup_{(t,x) \in T_0 \times K} E \left[ \left( \det \gamma_{u(t,x)} \right)^{-p} \right] < +\infty.
\]

Proof: Observe that

\[
\det \gamma_{u(t,x)} \geq \left( \inf_{|v| = 1} v^T \gamma_{u(t,x)} v \right)^d.
\]

Set \( q = pd \). It suffices to check that

\[
\sup_{(t,x) \in T_0 \times K} E \left[ \left( \inf_{|v| = 1} v^T \gamma_{u(t,x)} v \right)^{-q} \right] < +\infty.
\]

By definition,

\[
v^T \gamma_{u(t,x)} v = \sum_{i,j=1}^d v_i \langle D_u(t,x), D_u(t,x) \rangle_{\mathcal{H}_T^d} v_j
\]

\[
= \left( \sum_{i=1}^d v_i D_u(t,x), \sum_{j=1}^d v_j D_u(t,x) \right)_{\mathcal{H}_T^d}
\]

\[
= \int_0^t dr \left\| \sum_{i=1}^d v_i D_{r,s} u_i(t,x) \right\|_{\mathcal{H}_T^d}^2
\]

\[
\geq \int_{t-\delta}^t dr \left\| \sum_{i=1}^d v_i D_{r,s} u_i(t,x) \right\|_{\mathcal{H}_T^d}^2,
\]

where \( \delta > 0 \) is such that \( t - \delta > 0 \). Now,

\[
\left\| \sum_{i=1}^d v_i D_{r,s} u_i(t,x) \right\|_{\mathcal{H}_T^d}^2 = \sum_{j=1}^d \left\| \sum_{i=1}^d v_i D_{r,s}^{(j)} u_i(t,x) \right\|_{\mathcal{H}_T}^2.
\]

Set

\[
a_{i,j}(r, z; t, x) = \sum_{i=1}^d \int_0^t \int_{\mathbb{R}^k} G(t-s, x-y)
\]

\[
\times \nabla \sigma_{i,\ell}(u(s,y)) \cdot D_{r,s}^{(j)} u(s,y) M^\ell(ds, dy)
\]

\[
+ \int_0^t ds \int_{\mathbb{R}^k} dy G(t-s, x-y) \nabla b_i(u(s,y)) \cdot D_{r,s}^{(j)} u(s,y).
\]
Applying twice the inequality \((a + b)^2 \geq \frac{1}{2}a^2 - b^2\) yields

\[
\sum_{j=1}^{d} \left\| \sum_{i=1}^{d} v_i D_{r,x}^{(j)} u_i(t, x) \right\|_{\mathcal{H}}^2 \geq \frac{1}{2} \sum_{j=1}^{d} \left\| \sum_{i=1}^{d} v_i G(t - r, x - \ast) \sigma_{i,j}(u(r, \ast)) \right\|_{\mathcal{H}}^2 \\
- \sum_{j=1}^{d} \left\| \sum_{i=1}^{d} v_i a_{i,j}(r, \ast; t, x) \right\|_{\mathcal{H}}^2 \\
= \frac{1}{2} \sum_{j=1}^{d} \left\| G(t - r, x - \ast) (v^T \sigma(u(r, \ast)))_j \right\|_{\mathcal{H}}^2 \\
- \sum_{j=1}^{d} \left\| \sum_{i=1}^{d} v_i a_{i,j}(r, \ast; t, x) \right\|_{\mathcal{H}}^2 \\
\geq \frac{1}{4} \sum_{j=1}^{d} \left\| G(t - r, x - \ast) [v^T \sigma(u(r, x))]_j \right\|_{\mathcal{H}}^2 \\
- T_1(t, x; r) - T_2(t, x; r),
\]

where

\[
T_1(t, x; r) = \frac{1}{2} \sum_{j=1}^{d} \left\| G(t - r, x - \ast) \left[ v^T \left( \sigma(u(r, \ast)) - \sigma(u(r, x)) \right) \right]_j \right\|_{\mathcal{H}}^2,
\]

\[
T_2(t, x; r) = \sum_{j=1}^{d} \left\| \sum_{i=1}^{d} v_i a_{i,j}(r, \ast; t, x) \right\|_{\mathcal{H}}^2.
\]

By property (P2),

\[
\sum_{j=1}^{d} \left\| \sum_{i=1}^{d} v_i D_{r,x}^{(j)} u_i(t, x) \right\|_{\mathcal{H}}^2 \geq \frac{1}{4} \rho^2 \| G(t - r, x - \ast) \|_{\mathcal{H}}^2 - T_1(t, x; r) - T_2(t, x; r).
\]

Define

\[
g(\delta) := \int_{0}^{\delta} \| G(r, x - \ast) \|_{\mathcal{H}}^2 dr. \tag{2.13}
\]

Then

\[
v^T \gamma_{u(t,x)} v \geq cg(\delta) - \int_{t-\delta}^{t} (T_1(t, x; r) + T_2(t, x; r)) dr.
\]

We note from Lemma 5.1 that under Hypothesis (C1),

\[
g(\delta) = c\delta^{3-\beta},
\]

while by [28, Lemma 8.6, equation (8.35)] under (C1’), (C2) and (C3), for small \( \delta > 0 \),

\[
g(\delta) \geq C\delta^{3}. \tag{2.14}
\]
We now bound the moments of \( T_1(t, x; r) \). We apply first (1.8) and then Hölder’s inequality with respect to the finite measure on \([0, \delta] \times \mathbb{R}^k \times \mathbb{R}^k\) with density (with respect to Lebesgue measure) given by \( G(r, x - y) f(y - z) G(r, x - z) \). The Lipschitz continuity of \( \sigma \) along with the Cauchy-Schwarz inequality yield

\[
E \left[ \left( \int_{t-\delta}^{t} T_1(t, x; r) dr \right)^q \right] \\
\leq C [g(\delta)]^{q-1} \int_0^{\delta} dr \int_{\mathbb{R}^k} dy \int_{\mathbb{R}^k} dz G(r, x - y) f(y - z) G(r, x - z) \\
\times \left( E \left[ |u(t-r, y) - u(t-r, x)|^{2q} \right] \right)^{\frac{1}{2}} \\
\times \left( E \left[ |u(t-r, z) - u(t-r, x)|^{2q} \right] \right)^{\frac{1}{2}}.
\]

We now apply the results already mentioned on \( L^p \)-estimates of increments of the process \( u(t, x) \) (see the proof of (R2) for multiplicative noise), yielding

\[
E \left[ \left( \int_{t-\delta}^{t} T_1(t, x; r) dr \right)^q \right] \\
\leq C [g(\delta)]^{q-1} \int_0^{\delta} dr \int_{\mathbb{R}^k} dy \int_{\mathbb{R}^k} dz G(r, x - y) f(y - z) G(r, x - z) \\
\times \left( |y - x|^\zeta q \right) \left( |z - x|^\zeta q \right),
\]

where the values of \( \zeta \) depend on the assumptions on the covariance of the noise, as indicated in Cases 1 and 2 of Section 2.1: if (C1) holds, then \( \zeta \in ]0, \frac{2-\beta}{2}\); if (C1') holds, then \( \zeta \in ]0, 1 - \alpha[\); if \( k = 2 \) and (C2) holds, then \( \zeta \in ]0, \frac{3-\beta}{2}\); if \( k = 1 \) and (C3) holds, then \( \zeta \in ]0, \frac{2-\beta}{2}\); if \( k = 3 \) and (C3) holds, then \( \zeta \in ]0, \frac{2-\beta}{2} \wedge \frac{1+\mu}{2}\).

Next, we notice that the support of \( G(r, x - \cdot) \) is \( \{y \in \mathbb{R}^k : |x-y| \leq r \} \) for \( k \in \{1, 2\} \) and \( \{y \in \mathbb{R}^k : |x-y| = r \} \) for \( k = 3 \), respectively, which implies

\[
E \left[ \left( \int_{t-\delta}^{t} T_1(t, x; r) dr \right)^q \right] \leq C [g(\delta)]^q \delta^{2\zeta q},
\]

and finally

\[
\sup_{(t,x) \in T_0 \times K} E \left[ \left( \int_{t-\delta}^{t} T_1(t,x; r) dr \right)^q \right] \leq C [g(\delta)]^q \delta^{2\zeta q}. \tag{2.15}
\]

Next, we proceed with the study of the contribution of \( T_2(t, x; r) \). Firstly, we consider the term involving a stochastic integral. By noticing that
\[ D_{r,s}^{(j)} u(s,y) = 0 \text{ unless } 0 \leq r \leq s, \text{ we have,} \]
\[
E \left[ \left( \int_{t-\delta}^{t} dr \sum_{j=1}^{d} \left| \sum_{i=1}^{d} v_i \right| \right) \left( \int_{\mathbb{R}^k} G(t-s,x-y) \nabla \sigma_{i,\ell}(u(s,y)) \cdot D_{r,s}^{(j)} u(s,y) M^\ell(ds,dy) \right)^2 \right]^q \]
\[
\leq C \sup_{1 \leq i,j,\ell \leq d} E \left[ \left( \int_{t-\delta}^{t} dr \right) \left( \int_0^{t} \int_{\mathbb{R}^k} G(t-s,x-y) \nabla \sigma_{i,\ell}(u(s,y)) \cdot D_{r,s}^{(j)} u(s,y) M^\ell(ds,dy) \right)^2 \right]^q \]
\[
\leq C \sup_{1 \leq i,j,\ell \leq d} E \left[ \left( \int_{t-\delta}^{t} dr \right) \left( \int_{t-\delta}^{t} \int_{\mathbb{R}^k} G(t-s,x-y) \nabla \sigma_{i,\ell}(u(s,y)) \cdot D_{r,s}^{(j)} u(s,y) M^\ell(ds,dy) \right)^2 \right]^q \]

This is equal to
\[
C \sup_{1 \leq i,j,\ell \leq d} E \left( \left\| \int_{t-\delta}^{t} \int_{\mathbb{R}^k} G(t-s,x-y) \nabla \sigma_{i,\ell}(u(s,y)) \cdot D_{r,s}^{(j)} u(s,y) M^\ell(ds,dy) \right\|_{L^2}^2 \right)^q, \]
where \( H_\delta = L^2([t-\delta, t]; H) \). We use the change of variables \( s = t - \delta + \tilde{s} \) to write this as
\[
C \sup_{1 \leq i,j,\ell \leq d} E \left( \left\| \int_0^{t} \int_{\mathbb{R}^k} G(\delta-s,x-y) \nabla \sigma_{i,\ell}(u(t-\delta+s,y)) \cdot D_{r,s}^{(j)} u(t-\delta+s,y) M^\ell(d(t-\delta+s),dy) \right\|_{L^2}^2 \right)^q. \quad (2.16) \]

Using the notation of [28, Theorem 6.1], we set \( S(s,y) = G(\delta-s,x-y) \) and
\[ K_{i,j,\ell}(s,y) = \nabla \sigma_{i,\ell}(u(t-\delta+s,y)) \cdot D_{r,s}^{(j)} u(t-\delta+s,y), \]
which belongs a.s. to the Hilbert space \( K = H_\delta \). Applying [28, Theorem 6.1], we bound the expression in (2.16) by
\[
C \sup_{1 \leq i,j,\ell \leq d} \sup_{(s,y) \in [0,\delta] \times \mathbb{R}^k} E \left( \left\| K_{i,j,\ell}(s,y) \right\|_{H_\delta}^2 \right). \]

Using the fact that the factor \( \nabla \sigma_{i,\ell}(u(t-\delta+s,y)) \) does not involve the variables \((\cdot, \cdot)\) that appear in the formula for \(\cdot\|_{H_\delta}\), together with assumption
(P1), we see that this expression is bounded by
\[
C \left[ g(\delta) \right]^q \sup_{1 \leq j \leq d} \sup_{(s, y) \in [t-\delta, t] \times \mathbb{R}^k} E \left( \| D^{(j)} u(s, y) \|_{\mathcal{H}^q}^2 \right) \leq C \left[ g(\delta) \right]^{2q},
\]
where we have used [28, Lemma 8.2].

Secondly, we consider the pathwise integral. With arguments similar to those applied to the stochastic integral, we obtain
\[
E \left[ \left( \int_{t-\delta}^t dr \sum_{j=1}^d v_j \int_0^t ds \int_{\mathbb{R}^k} dy G(t-s, x-y) \nabla b_i(u(s, y)) \cdot D^{(j)} u(s, y) \right)^q \right] \leq C \sup_{1 \leq i, j \leq d} \sup_{(s, y) \in [t-\delta, t] \times \mathbb{R}^k} E \left( \| D^{(j)} u(s, y) \|_{\mathcal{H}^q}^2 \right)^q.
\]

Minkowski’s inequality applied to the norm \( \| \cdot \|_{\mathcal{H}^q} \) and then Hölder’s inequality with respect to the measure on \([0, \delta] \times \mathbb{R}^k\) given by \( G(s, dy)ds \), yield the following upper bound for the last expression:
\[
C \sup_{1 \leq i, j \leq d} E \left( \left( \int_0^\delta ds \int_{\mathbb{R}^k} dy G(s, x-y) \| D^{(j)} u(t-s, y) \|_{\mathcal{H}^q}^2 \right) \right)^q \leq C \left( \int_0^\delta ds \int_{\mathbb{R}^k} dy G(s, x-y) \right)^{2q} \times \sup_{1 \leq i, j \leq d} \sup_{(s, y) \in [t-\delta, t] \times \mathbb{R}^k} E \left( \| D^{(j)} u(s, y) \|_{\mathcal{H}^q}^2 \right)^q \leq C \delta^{4q} \left[ g(\delta) \right]^q,
\]
by Lemmas 8.6 and 8.2 in [28].

We conclude from (2.17) and (2.18) that
\[
\sup_{(t, x) \in \mathcal{T}_0 \times K} E \left[ \left( \int_{t-\delta}^t T_2(t, x; r) dr \right)^q \right] \leq C \left[ g(\delta) \right]^q \left( \left[ g(\delta) \right]^q + \delta^{4q} \right).
\]

For small \( \varepsilon > 0 \), choose \( \delta_\varepsilon \) such that \( g(\delta_\varepsilon) = \varepsilon \). By (2.15) and (2.19), for any \( \varepsilon > 0 \) sufficiently small (smaller than some \( \varepsilon_0 > 0 \), say),
\[
\inf_{|v| = 1} v^\gamma_\mu(t, x)v \geq c\varepsilon - \int_{t-\delta}^t T(t, x; r) dr
\]
where
\[
\sup_{(t,x)\in T_0 \times K} E \left[ \left( \int_{t-\delta}^t T(t, x; r) dr \right)^q \right] \leq C \varepsilon q \delta_{\varepsilon}^q + C \varepsilon q \left( \varepsilon^q + \delta_{\varepsilon}^q \right).
\]

By (2.14), \( \delta_{\varepsilon} \leq \varepsilon^{1/3} \), so the right-hand side is less than or equal to \( \varepsilon^{(1+\rho)q} \), with \( \rho > 0 \). Therefore, we can apply [7, Proposition 3.5] to conclude the proof of Proposition 2.3.

\[\square\]

**Proof of Theorem 2.1.** As has been already mentioned, we apply [12, Theorem 2.4]. Then the conclusion in Case 1 follows from Propositions 2.2 and 2.3, while those in Case 2 are a consequence of the results stated in Section 2 under the title *Case 2: multiplicative noise*, together with the three properties stated at the beginning of Section 2.2.

\[\square\]

3 Eigenvalues of the Malliavin matrix and lower bounds

In this section, we consider the system of equations given in (1.4). We restrict ourselves to a covariance measure \( \Gamma(dx) = |x|^{-\beta} dx, \beta \in ]0, 2 \wedge k[ \) (hypothesis (C1) in Section 2), with \( k \in \{1, 2, 3\} \).

We recall the equation (2.11) satisfied by the Malliavin derivative of the components \( u_i(t, x), i = 1, \ldots, d \), of the random field \( u(t, x) \):

\[
D_{r, z}^{(j)} u_i(t, x) = G(t - r, x - z) \sigma_{i, j}(u(r, z)) + a_{i, j}(r, z; t, x), \quad (3.1)
\]

with

\[
a_{i, j}(r, z; t, x) = \sum_{\ell=1}^d \int_0^t \int_{\mathbb{R}^k} G(t - s, x - y) \nabla \sigma_{i, \ell}(u(s, y)) \cdot D_{r, z}^{(j)} u(s, y) M^\ell(ds, dy)
\]

\[
+ \int_0^t ds \int_{\mathbb{R}^k} dy G(t - s, x - y) \nabla b_i(u(s, y)) \cdot D_{r, z}^{(j)} u(s, y).
\]  

(3.2)

The Malliavin covariance matrix of

\[
Z := (u_1(s, y), \ldots, u_d(s, y), u_1(t, x) - u_1(s, y), \ldots, u_d(t, x) - u_d(s, y)),
\]

is defined by

\[
\gamma_Z = \langle DZ, DZ \rangle_{\mathcal{H}^d_t}.
\]
As has been proved in [7], Lemma 6.8, there exist at least \( d \) orthonormal eigenvectors \( \xi^1, \ldots, \xi^d \) of \( \gamma_Z \), with corresponding eigenvalues \( \alpha_i, \ldots, \alpha_i \geq \alpha_0 \), with \( \alpha_0 \) strictly positive and deterministic. We fix a set \( K \subset \{1, \ldots, 2d\} \) with card \( K = d \) and set
\[
A_K = \cap_{i \in K} \{ \alpha_i \geq \alpha_0 \}. \tag{3.4}
\]
We term large eigenvalues the \( \alpha_i \) with \( i \in K \).

The goal here is to prove that lower bounds for the hitting probabilities can be derived from two properties on the eigenvalues of the matrix \( \gamma_Z \): estimates on the negative \( L^p \)-moments of the smallest eigenvalue of the matrix \( \gamma_Z \) and boundedness of the same type of moments for the large eigenvalues. Establishing such properties on \( \gamma_Z \) is postponed to the next section. We aim at proving the following theorem.

**Theorem 3.1** Fix \( k \in \{1, 2, 3\} \). Let \( I = [a, b] \subset [0, T] \), with \( a > 0 \), \( K \) a compact subset of \( \mathbb{R}^k \) and fix \( N > 0 \). Assume (P1), (P2) and (C1). Suppose also that there exists \( \rho \in ]0, \infty[ \) such that for any \( p \in [1, \infty[ \), there is a positive constant \( C \) such that for all \( s, t \in I \) and \( x, y \in K \) with \((s, y) \neq (t, x)\), \(|t - s| \leq 1 \) and \(|x - y| \leq 1 \), the following properties hold:
\[
E \left[ \left( \inf_{|\xi| = 1} \xi^T \gamma_Z \xi \right)^{-p} \right] \leq C (|t - s| + |x - y|)^{-p}, \tag{3.5}
\]
\[
E \left( 1_{A_K} \left( \prod_{i \in K} (\xi_i^T \gamma_Z \xi_i)^{-p} \right) \right) \leq C. \tag{3.6}
\]

(1) Fix \( \delta > 0 \). There exists a positive constant \( c = c(I, K, N, \beta, k, d, \rho, \delta) \) such that, for any Borel set \( A \subset [-N, N]^d \),
\[
P \{ u(I \times K) \cap A \neq \emptyset \} \geq c \, \text{Cap}_d(1+4d(2-\beta)^{-\frac{k+1}{2-\beta}})(A). \tag{3.7}
\]

(2) Fix \( \delta > 0 \) and \( x \in K \). There exists a positive constant \( c = c(I, x, N, \beta, k, d, \rho, \delta) \) such that, for any Borel set \( A \subset [-N, N]^d \),
\[
P \{ u(I \times \{x\}) \cap A \neq \emptyset \} \geq c \, \text{Cap}_d(1+4d(2-\beta)^{-\frac{k+1}{2-\beta}})(A). \tag{3.8}
\]

(3) Fix \( \delta > 0 \) and \( t \in I \). There exists a positive constant \( c = c(t, K, N, \beta, k, \rho, d) \) such that, for any Borel set \( A \subset [-N, N]^d \),
\[
P \{ u(\{t\} \times K) \cap A \neq \emptyset \} \geq c \, \text{Cap}_d(1+4d(2-\beta)^{-\frac{k+1}{2-\beta}})(A). \tag{3.9}
\]

The proof of this theorem is presented in Section 3.2.
3.1 Upper bounds for joint densities

This section establishes several preliminary results, in particular Theorems 3.2 and 3.8. Indeed, according to Theorem 2.1 in [12] (see also Hypothesis H2 in [10]), Theorem 3.8 is a fundamental step toward establishing lower bounds on the hitting probabilities.

Under suitable regularity and non-degeneracy conditions on a random vector, the integration by parts formula of Malliavin calculus provides an expression for its density. We may refer for instance to Corollary 3.2.1 in [22]. Consider the random vector $Z$ defined in (3.3) and denote by $p_{s,y; t,x}(z_1, z_2)$ its density at $(z_1, z_1 - z_2)$. By applying Hölder’s inequality, we have

$$p_{s,y; t,x}(z_1, z_2) \leq \prod_{i=1}^{d} \left( P\{|u_i(t, x) - u_i(s, y)| > |z_i^1 - z_i^2|\} \right)^{\frac{1}{2d}} \times \|H_{(1, \ldots, 2d)}(Z, 1)\|_{L^2(\Omega)}$$

(3.10)

(see [7], page 395). In (3.10), $H_{(1, \ldots, 2d)}(Z, 1)$ is the random variable defined recursively as follows. For any $i = 1, \ldots, 2d$, and any random variable $G$,

$$H_{(i)}(Z, G) = \sum_{j=1}^{2d} \delta \left( G \left( \gamma_Z^{-1} \right)_{i,j} DZ^j \right),$$

(3.11)

and then, for every integer $j \geq 2$,

$$H_{(1, \ldots, j)}(Z, 1) = H_{(j)}(Z, H_{(1, \ldots, j-1)}(Z, 1)),$$

(3.12)

where $\delta$ denotes the divergence operator (Skorohod integral) and $\gamma_Z$ the Malliavin covariance matrix (see for instance [28] for a definition of these notions).

As previously, we fix compact sets $I \subset ]0, T]$, $K \subset \mathbb{R}^k$ and assume that $s, t \in I$ and $x, y \in K$. One of the main objectives of this section is to prove the following result.

**Theorem 3.2** The hypotheses are the same as in Theorem 3.1. Then, for every $\delta > 0$, there exists a positive constant $C$ such that

$$\|H_{(1, \ldots, 2d)}(Z, 1)\|_{L^2(\Omega)} \leq \frac{C}{\sqrt{(t-s) + |x-y|}} \gamma,$$

(3.13)

with $\gamma = \frac{d}{2}(2 - \beta + 4d(\rho - (2 - \beta))) + \delta$ and $\rho$ as in (3.5).

Theorem 3.2 is the analogue in the context of systems of wave equations of the estimate (6.3) in [7] for systems of heat equations in spatial dimension.
$k = 1$. In the next paragraphs, we shall describe briefly the method of the proof, following [7]. We refer the reader to this reference for further details.

By the definition (3.11)–(3.12), we see that $\|H(1,...,2d)(Z,1)\|_{L^2(\Omega)}$ can be estimated by applying $L^p$-bounds for the Skorohod integral and Hölder’s inequality for the Watanabe-Sobolev norms $\|\cdot\|_{m,p}$, $m \geq 1$, $p \in [1, \infty]$ (see [21, Proposition 3.2.1] and [30, Proposition 1.10, p.50]). By doing so, we obtain

$$\|H(1,...,2d)(Z,1)\|_{L^2(\Omega)} \leq C \prod_{\ell=1}^{2d} Z_\ell,$$

where $Z_\ell$, $\ell = 1, \ldots, 2d$, is given by

$$\sum_{j=1}^{d} \left( \left\|(\gamma Z_j)^{-1}\right\|_{m_\ell,k_\ell} \left\|DZ_j^\ell\right\|_{m_\ell,k_\ell} \right) + \sum_{j=d+1}^{2d} \left( \left\|(\gamma Z_j)^{-1}\right\|_{m_\ell,p_\ell} \left\|DZ_j^\ell\right\|_{m_\ell,p_\ell} \right),$$

for some $m_\ell \geq 1$ and $p_\ell \in [1, \infty]$.

Therefore, (3.13) will be a consequence of the next two propositions.

**Proposition 3.3** Assume (P1). Let $Z(s,y; t,x) = (u(s,y), u(t,x) - u(s,y))$. For any integer $m \geq 1$ and any $p \in [1, \infty]$, the following statements hold.

1. For any $j \in \{1, \ldots, d\}$, $\sup_{(s,y),(t,x) \in [0,T] \times \mathbb{R}^k} \|Z_j(s,y; t,x)\|_{m,p} < \infty$.

2. For any $j \in \{d+1, \ldots, 2d\}$, and any $\alpha \in ]0, \frac{2-\beta}{2}[\},$ there exists a positive constant $C$ (depending on $I$ and $K$), such that for any $s, t \in I$ and $x, y \in K$,

$$\|Z_j(s,y; t,x)\|_{m,p} \leq C(|t-s| + |x-y|)^\alpha.$$

**Proof.** In the particular case $d = 1$, the conclusion of part 1 is Theorem 7.1 of [28]. The extension to arbitrary $d$ is straightforward. The statement in part 2 follows from an extension of the results proved in [11]. Indeed, as has been pointed out in [29], the results of [11] can be extended to the Hilbert-space-valued solutions of the equations satisfied by the Malliavin derivatives.

$\square$
For the next statement, we introduce the following notations:

\[ (1) = \{1, 2, \ldots, d\}^2, \]
\[ (2) = \{1, 2, \ldots, d\} \times \{d + 1, \ldots, 2d\}, \]
\[ (3) = \{d + 1, \ldots, 2d\} \times \{1, 2, \ldots, d\}, \]
\[ (4) = \{d + 1, \ldots, 2d\}^2. \]

These four sets form a partition of \( I_d := \{1, 2, \ldots, 2d\}^2 \).

**Proposition 3.4** The hypotheses are the same as in Theorem 3.1. For any \( m \geq 1, p \in [1, \infty[ \) and every \( \eta > 0 \), there exists a constant \( C > 0 \) such that for any \( s, t \in I \) and \( x, y \in K \),

\[
\| (\gamma Z_i^{-1})_{i,j} \|_{m,p} \leq C \left\{ \begin{array}{ll}
|t-s| + |x-y| - d(\rho - (2-\beta)) - \eta, & (i, j) \in (1), \\
|t-s| + |x-y| - d(\rho - (2-\beta)) - (2\bar{\delta} + \eta), & (i, j) \in (2), (3), \\
|t-s| + |x-y| - d(\rho - (2-\beta)) - 2(2\bar{\delta} + \eta), & (i, j) \in (4). 
\end{array} \right.
\]

(3.16)

Assuming the validity of this proposition, let us deduce (3.13).

**Proof of Theorem 3.2.** In the next arguments, the values of the parameters \( \eta, \bar{\eta} > 0 \) may vary from one inequality to another; they denote arbitrary small positive numbers.

From (3.15), Propositions 3.3 and 3.4, we obtain

\[
\| H_{(1,\ldots,2d)}(Z, 1) \|_{L^2(\Omega)} \leq C \left( \prod_{\ell=1}^{d} Z_{\ell} \right) \left( \prod_{\ell=d+1}^{2d} Z_{\ell} \right)
\]

\[
\leq C \left[ (|t-s| + |x-y|)^{-d(\rho - (2-\beta)) - \eta} + (|t-s| + |x-y|)^{-d(\rho - (2-\beta)) - (2\bar{\delta} + \eta) + (2\bar{\delta} - \eta)} \right]^{d}
\]

\[
\times \left[ (|t-s| + |x-y|)^{-d(\rho - (2-\beta)) - (2\bar{\delta} + \eta)} + (|t-s| + |x-y|)^{-d(\rho - (2-\beta)) - 2(2\bar{\delta} + \eta) + (2\bar{\delta} - \eta)} \right]^{d},
\]

where we have applied Propositions 3.3 and 3.4 above. This is bounded by

\[
(|t-s| + |x-y|)^{-2d(\rho - (2-\beta)) - d\frac{\bar{\delta} - \eta}{2}},
\]

and this yields (3.13). \( \square \)

Before giving the proof of Proposition 3.4, let us go into the structure of the term \( \gamma Z_i^{-1} \). By its very definition,

\[
\| (\gamma Z_i^{-1})_{i,j} \|_{m,p} = \left\{ E \left( \| (\gamma Z_i^{-1})_{i,j} \|_p \right)^p \right\}^{\frac{1}{p}} + \sum_{\ell=1}^{m} E \left[ \| D^\ell (\gamma Z_i^{-1})_{i,j} \|_{n(\ell, k)} \right], \quad (3.17)
\]
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and
\[(\gamma Z^{-1})_{i,j} = (\det \gamma Z^{-1}) (AZ)_{i,j},\] (3.18)
where \(AZ\) is the cofactor matrix of \(\gamma Z\).

**Proposition 3.5** Assume \((P1)\). Then for any \(p \in [1, \infty[\) and every \(\alpha \in \left[0, \frac{2-\beta}{2} \right]\), there exists a constant \(C > 0\) such that for any \(s,t \in I\) and \(x,y \in K\),
\[
\| (AZ)_{i,j} \|_{L^p(\Omega)} \leq C \begin{cases} (|t-s| + |x-y|)^{2d\alpha}, & (i,j) \in (1), \\ (|t-s| + |x-y|)^{(2d-1)\alpha}, & (i,j) \in (2), (3), \\ (|t-s| + |x-y|)^{(2d-2)\alpha}, & (i,j) \in (4). \end{cases}
\]

**Proof.** We follow the method of the proof of Proposition 6.5 in [7] and we see that the result is a consequence of the estimates given in Proposition 3.3 along with the upper bounds for the \(L^p\)-moments of \((AZ)_{i,j}\) for the different sets of indices \((i,j)\) shown in [7, p.400-401]. \(\square\)

**Proposition 3.6** The hypotheses are those of Theorem 3.1. Then for any \(p \in [1, \infty[, \ell \geq 1\) and \(\alpha \in \left[0, \frac{2-\beta}{2} \right]\), there exists a constant \(C > 0\) such that for any \(s,t \in I\) and \(x,y \in K\) with \((t,x) \neq (s,y)\),
\[
\| (\det \gamma Z^{-1}) \|_{L^p(\Omega)} \leq C (|t-s| + |x-y|)^{-d\rho}. \] (3.19)

**Proof.** Quoting Lemma 6.8 and inequality (6.11) in [7], we write
\[
\| (\det \gamma Z^{-1}) \|_{L^p(\Omega)} \leq \sum_{K \in \{1,2,\ldots,2d\}} \left( E \left[ 1_{A_K} \left( \prod_{i \in K} (\xi^T \gamma Z \xi)^{-2p} \right) \right] \right)^{\frac{1}{2p}} 
\times \left( E \left[ \left( \inf_{\xi = (\lambda,\mu) \in \mathbb{Z}^d} (\xi^T \gamma Z \xi)^{-2pT} \right) \right] \right)^{\frac{1}{2p}} ,
\]
with \(A_K = \cap_{i \in K} \{ \alpha_i \geq \alpha_0 \}\) defined in (3.4).

According to (3.6), the first factor on the right-hand side of the preceding inequality is bounded by a constant. Then (3.19) follows from the assumption on the small eigenvalues given in (3.5). \(\square\)

**Proposition 3.7** We assume the hypothesis \((P1)\). For any \(p \in [1, \infty[, \ell \geq 1\) and \(\alpha \in \left[0, \frac{2-\beta}{2} \right]\), there exists a constant \(C > 0\) such that for any \(s,t \in I\) and \(x,y \in K\),
\[
\| D^\ell (\gamma Z)_{i,j} \|_{p,k} \leq C \begin{cases} 1, & (i,j) \in (1), \\ (|t-s| + |x-y|)^{\alpha}, & (i,j) \in (2), (3), \\ (|t-s| + |x-y|)^{2\alpha}, & (i,j) \in (4). \end{cases}
\]
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Proof. This proposition is the analogue for systems of wave equations of [7, Proposition 6.7]. As in this reference, the result follows by applying the Leibniz rule for the Malliavin derivative and Proposition 3.3 (see pages 402-403 in [7]). □

Proof of Proposition 3.4. We follow the same method as in the proof of Theorem 6.3 in [7]. Consider first the case $m = 0$. Applying (3.18), then Hölder’s inequality along with Propositions 3.5 and 3.6, we obtain (3.16).

For $m \geq 1$, we apply a recursive argument. For this, we consider first the case $m = 1$ and the identity

$$D \left( \frac{\gamma}{Z} \right) = -\frac{\gamma}{Z} (D (\gamma Z)) \frac{1}{Z},$$

which is a consequence of the chain rule of Malliavin calculus and the trivial identity $\frac{\gamma}{Z} \gamma Z = \text{Id}$. The estimates (3.16) follow from what has been already proved for $m = 0$ and Proposition 3.7. □

With (3.10) and Theorem 3.2, we can now give the second main result of this section.

**Theorem 3.8** Let $\beta \in [0, 2 \wedge k]$. Suppose (3.13) holds for some $\gamma \in [k+1, \infty]$. Fix $\alpha \in [0, \frac{2 \beta - 2}{2}]$. For any $I, K$ compact subsets of $[0, T]$ and $\mathbb{R}^k$ respectively, both with diameter $\leq 1$, and every $z_1, z_2 \in \mathbb{R}^d$ with $0 < |z_1 - z_2| \leq N$, there exists a constant $C := C(\alpha, \gamma, k, d, N)$ such that

$$I := \int_{I \times K} dt \, dx \int_{I \times K} ds \, dy \, p_{s,g,t,x}(z_1, z_2) \leq C K_{\frac{\gamma}{\gamma - (k+1)}} \left( |z_1 - z_2| \right). \quad (3.20)$$

Proof. For $i = 1, \ldots, d$, let $\eta_i = z_1^i - z_2^i$. Assume without loss of generality that $0 < \sup_i |\eta_i| = |\eta^i|$. Let $\rho_0 > 0$ be such that $I \times K \subset B_{\frac{\rho_0}{N}}(0)$. Recalling (3.10) and Theorem 3.2, we see that

$$I \leq I_1 + I_2,$$

where

$$I_1 = \int_{I \times K} dt \, dx \int_{I \times K} ds \, dy \, 1 \left\{ (|t-s| + |x-y|) \frac{1}{|\eta^i|} \leq \rho_0 N^{-\frac{1}{2}} \right\} \left( |t-s| + |x-y| \right)^{\frac{\gamma}{2}} \frac{C}{|\eta^i|} \times \left[ P\{|u_1(t, x) - u_1(s, y)| > |\eta^i|\} \right]^{\frac{1}{2}},$$

$$I_2 = \int_{I \times K} dt \, dx \int_{I \times K} ds \, dy \, 1 \left\{ (|t-s| + |x-y|) \frac{1}{|\eta^i|} > \rho_0 N^{-\frac{1}{2}} \right\} \left( |t-s| + |x-y| \right)^{\frac{\gamma}{2}} \frac{C}{|\eta^i|}.$$
Apply Chebychev’s inequality to see that for $p > 0$,

\[
\mathcal{I}_1 \leq \int_{I \times K} dtdx \int_{I \times K} dsdy 1_{\{(t-s)+|x-y|)|\eta|^{-\frac{1}{\alpha}} \leq \rho_0 N^{-\frac{1}{\alpha}}\}} \frac{C}{(|t-s| + |x-y|)^\gamma} \frac{E(|u_1(t,x) - u_1(s,y)|^p)}{|\eta|^p} \frac{1}{|\eta|^\frac{d}{2}}.
\]

By the result of [11, Theorem 4.1] on Hölder continuity,

\[
\mathcal{I}_1 \leq \int_{I \times K} dtdx \int_{I \times K} dsdy 1_{\{(t-s)+|x-y|)|\eta|^{-\frac{1}{\alpha}} \leq \rho_0 N^{-\frac{1}{\alpha}}\}} \frac{(|t-s| + |x-y|)^{-\gamma+\frac{2d}{\alpha}}}{|\eta|^\frac{d}{2}}.
\]

In the second integral, we do the change of variables $\theta = ((t,x) - (s,y))|\eta|^{-1/\alpha}$, so “there is no longer dependence on the first integral”, in order to see that

\[
\mathcal{I}_1 \leq C |\eta|^{\frac{k+1-\gamma}{\alpha}}\int_{B_{\rho_0 N^{-\frac{1}{\alpha}}}(0)} d\theta |\theta|^{-\gamma+\frac{2d}{\alpha}}.
\]

Since $|\eta| = |\eta|_\infty \leq 1$, we choose $p > (\gamma - k - 1)^{\frac{2d}{\alpha}}$ so that the integral is finite, and we see that

\[
\mathcal{I}_1 \leq C |\eta|^{\frac{k+1-\gamma}{\alpha}}.	ag{3.21}
\]

Concerning $\mathcal{I}_2$, we use the same change of variables as above to see that

\[
\mathcal{I}_2 \leq C |\eta|^{\frac{k+1-\gamma}{\alpha}} \int_{B_{\rho_0 |\eta|^{-\frac{1}{\alpha}}(0)} \setminus B_{\rho_0 N^{-\frac{1}{\alpha}}(0)}} d\theta |\theta|^{-\gamma} \tag{3.22}
\]

In the case where $\gamma > k + 1$, we bound the integral by

\[
\int_{\rho_0 N^{-\frac{1}{\alpha}}}^\infty d\rho \rho^{-\gamma+k},
\]

which is finite since $\gamma > k + 1$. Combining (3.21) and (3.22), we obtain (3.20) in this case.

In the case where $\gamma = k + 1$, we bound the integral in (3.22) by

\[
\int_{\rho_0 |\eta|^{-\frac{1}{\alpha}}}^\infty d\rho \rho^{-1} = \frac{1}{\alpha} \ln \left( \frac{1}{|\eta|} \right) + \frac{1}{\alpha} \ln N. \tag{3.23}
\]

Combining (3.21), (3.22) and (3.23), we obtain (3.20) in this case.

The theorem is proved. \qed
Remark 3.1 (a) In the case where $\sigma$ is constant, it is possible to take $\alpha = \frac{2 - \beta}{2}$ in Theorem 3.8, because of Proposition 2.2.
(b) A sufficient condition on the density that could replace the hypothesis (1) in [12, Theorem 2.1] would be
$$p_{x,y}(z_1, z_2) \leq \frac{1}{|x - y|^{\gamma}} \left[ \frac{|x - y|^\alpha}{|z_1 - z_2|} \wedge 1 \right]^\beta,$$
where $p > (\gamma - m)^{\frac{2d}{\alpha}}$. The conclusion of [12, Theorem 2.1] would then be
$$P\{v(I) \cap A \neq \emptyset\} \geq C \text{Cap}_{\frac{2\gamma - (k + 1)}{2 - \beta}}(A)$$
instead of (12) there.

3.2 Proof of Theorem 3.1

We begin with the proof of (1). Set $\gamma = \frac{d}{2}(2 - \beta + 4d(\rho - (2 - \beta))) + \delta$. Since $\delta > 0$ is arbitrary, it suffices to consider the case where
$$\text{Cap}_{\frac{2\gamma - (k + 1)}{2 - \beta}}(A) > 0,$$
in which case $\frac{2\gamma - (k + 1)}{2 - \beta} < d$. Since $P\{u(I \times K) \cap A \neq \emptyset\}$ decreases if we replace $I$ by a subset of $I$, we can assume that diam$(I) \leq 1$ and diam$(K) \leq 1$. We assume first that $A$ is compact and we consider two different cases.

Case 1: $\gamma < k + 1$. By the definition of the capacity, $\text{Cap}_{\frac{2\gamma - (k + 1)}{2 - \beta}}(A) = 1$. Thus, it suffices to check that
$$P\{u(I \times K) \cap A \neq \emptyset\} \geq c,$$
for some positive constant $c$. For this, we proceed in a manner similar to the proof of [12, Theorem 2.1]. Fix $z \in A$, $\varepsilon \in ]0, 1[$ and set
$$J_\varepsilon(z) = \frac{1}{(2\varepsilon)^d} \int_{I \times K} dt dx \, 1_{B_{\varepsilon}(z)}(u(t, x)).$$
We will prove that $E(J_\varepsilon(z)) \geq c_1$ and $E((J_\varepsilon(z))^2) \leq c_2$ for some positive constants $c_1, c_2$. Then, by using Paley-Zygmund inequality,
$$P\{u(I \times K) \cap A^c \neq \emptyset\} \leq P\{J_\varepsilon(z) > 0\} \geq \frac{[E(J_\varepsilon(z))^2]}{E((J_\varepsilon(z))^2)} \geq c,$$
where $A(\varepsilon) = \{ x \in \mathbb{R}^d : d(x, A) < \varepsilon \}$.

The lower bound for $E(J_\varepsilon(z))$ is a direct consequence of the results proved in [24] (see also [3]) on the positivity of the density for the solution of (1.4). To establish the upper bound, we apply (3.10) along with (3.13) and obtain

$$E[(J_\varepsilon(z))^2] = \frac{1}{(2\varepsilon)^{2d}} \int_{I \times K} dt dx \int_{I \times K} ds dy \int_{B_\varepsilon(z) \times B_\varepsilon(z)} dz_1 dz_2 p_{s,y,t,x}(z_1, z_2)$$

$$\leq C \int_{I \times K} dt dx \int_{I \times K} ds dy \frac{1}{(|t-s| + |x-y|)^\gamma}.$$

We may assume that $I \times K$ is included in the $k+1$-dimensional ball $B_{r_0}(0)$, for some $r_0 > 0$. Thus, changing to polar coordinates, we obtain

$$E[(J_\varepsilon(z))^2] \leq C \int_{B_{r_0}(0) \times B_{r_0}(0)} dz dz' \frac{1}{|z-z'|^\gamma}$$

$$\leq C \int_0^{2r_0} \rho^{k-\gamma} d\rho < \infty.$$

This ends the proof of the theorem when $\gamma < k+1$.

**Case 2:** $0 \leq \frac{2(\gamma-(k+1))}{2-\beta} < d$. In the analysis of Case 1, we have considered a rough upper bound for the first factor on the right-hand side of (3.10), namely 1. Here we will keep these factors and apply Theorem 3.8.

Let $Q$ be a probability measure with support in the set $A$. Let $g_\varepsilon = \frac{1}{(2\varepsilon)^d} 1_{B_\varepsilon(0)}$, where $B_\varepsilon(0)$ denotes the $d$-dimensional ball centered at 0 and with radius $\varepsilon$. Define

$$J_\varepsilon(Q) = \frac{1}{(2\varepsilon)^d} \int_{I \times K} dt dx \int_A Q(dz) 1_{B_\varepsilon(0)}(u(t, x) - z)$$

$$= \int_{I \times K} dt dx (g_\varepsilon * Q)(u(t, x)).$$

As in Case 1, by applying results in [24], we obtain $E(J_\varepsilon(Q)) \geq c_1$, for some positive constant $c_1$.

We will prove that

$$E \left[ (J_\varepsilon(Q))^2 \right] \leq C \mathcal{E}_{\frac{\gamma-(k+1)}{\alpha}}(Q),$$

(3.24)

for any $\alpha \in \left[0, \frac{2-\beta}{2}\right]$. Indeed, using Fubini's theorem and the existence of the joint density of the random vector $(u(s, y), u(t, x))$ at any points $(s, y) \neq (t, y) \in [0, T] \times \mathbb{R}^k$, we have

$$E \left[ (J_\varepsilon(Q))^2 \right] \leq \int_{A^* \times A^*} dz_1 dz_2 (g_\varepsilon * Q)(z_1)(g_\varepsilon * Q)(z_2)$$

$$\times \int_{I \times K} dt dx \int_{I \times K} ds dy p_{s,y,t,x}(z_1, z_2).$$
Fix $\alpha \in \left[0, \frac{2-\beta}{2}\right]$. By Theorem 3.2, (3.13) holds for $\gamma$, and $\gamma \geq k + 1$ since we are in Case 2. Therefore, Theorem 3.8 along with Theorem B.1 in [6] imply that

$$E\left[(J_\varepsilon(Q))^2\right] \leq C \int_{A^c \times A^c} dz_1dz_2 (g_\varepsilon * Q)(z_1)(g_\varepsilon * Q)(z_2)$$

$$\times K_{\frac{\gamma-(k+1)}{\alpha}}(|z_1 - z_2|)$$

$$= CE_{\frac{\gamma-(k+1)}{\alpha}}(g_\varepsilon * Q)$$

$$\leq CE_{\frac{\gamma-(k+1)}{\alpha}}(Q).$$

Since $\alpha$ can be chosen arbitrarily close to $\frac{2-\beta}{2}$, this finishes the proof of part (1) of Theorem 3.1, following the arguments of the proof of Theorem 2.1 in [12], including the extension to the case where $A$ is Borel but not compact.

In parts (2) and (3), we are considering hitting probabilities of stochastic processes indexed by parameters of dimension 1 and $k$, respectively. The same arguments used in the proof of part 1 give (3.8) and (3.9), respectively.

This completes the proof of Theorem 3.1.

□

4 Study of the eigenvalues of the Malliavin matrix and lower bounds

In this section, we prove that the solution of the system of wave equations (1.4) does satisfy properties (3.5) and (3.6) with $\rho = \delta + 3 - \beta$, where $\delta > 0$ is arbitrarily small. We assume that the covariance measure $\Gamma$ satisfies (C1). We start with the contribution of the small eigenvalues of $\Gamma_Z$.

**Theorem 4.1** Assume (P1), (P2) and (C1). For any $p \in [1, \infty]$ and every small $\delta > 0$, there exists a positive constant $C$ such that for all $s, t \in I$ and $x, y \in K$ with $(s, y) \neq (t, x)$, $|t - s| \leq 1$ and $|x - y| \leq 1$,

$$E\left[\left(\inf_{\|\xi\|=1} \xi^T\gamma_2\xi\right)^{-p}\right] \leq C (|t - s| + |x - y|)^{-p(\delta+3-\beta)}. \quad (4.1)$$

**Proof.** Assume without loss of generality that $s \leq t$. We write

$$\xi^T\gamma_2\xi = J_1 + J_2, \quad (4.2)$$
with \( \xi = (\lambda_1, \ldots, \lambda_d, \chi_1, \ldots, \chi_d) \in \mathbb{R}^{2d} \), and

\[
J_1 = \int_0^s dr \left\| \sum_{i=1}^d (\lambda_i - \chi_i) \left[ G(s - r, y - *) \sigma_{i,\epsilon}(u(r, *)) + a_{i,\epsilon}(r, *; s, y) \right] + \chi_i \left[ G(t - r, x - *) \sigma_{i,\epsilon}(u(r, *)) + a_{i,\epsilon}(r, *; t, x) \right] \right\|^2_{H^d},
\]

\[
J_2 = \int_s^t dr \left\| \sum_{i=1}^d \chi_i \left[ G(t - r, x - *) \sigma_{i,\epsilon}(u(r, *)) + a_{i,\epsilon}(r, *; t, x) \right] \right\|^2_{H^d}.
\]

We shall use the notation \( \lambda = (\lambda_1, \ldots, \lambda_d) \), \( \epsilon = (\chi_1, \ldots, \chi_d) \).

**Case 1:** \( s, t \in [a, b] \), with \( \alpha \in [0, 1] \), \( 1 \geq t - s > 0; |x - y| \leq t - s \).

For any \( \epsilon \in ]0, s \wedge (t - s)[ \), we write

\[
J_1^\epsilon = \int_{s-\epsilon}^s dr \left\| \sum_{i=1}^d (\lambda_i - \chi_i) \left[ G(s - r, y - *) \sigma_{i,\epsilon}(u(r, *)) + a_{i,\epsilon}(r, *; s, y) \right] + \chi_i \left[ G(t - r, x - *) \sigma_{i,\epsilon}(u(r, *)) + a_{i,\epsilon}(r, *; t, x) \right] \right\|^2_{H^d},
\]

\[
J_2^\epsilon = \int_{t-\epsilon}^t dr \left\| \sum_{i=1}^d \chi_i \left[ G(t - r, x - *) \sigma_{i,\epsilon}(u(r, *)) + a_{i,\epsilon}(r, *; t, x) \right] \right\|^2_{H^d}.
\]

Consider positive real numbers \( \nu, \theta_1, \theta_2 \) whose values will be specified later on. Then, for any \( \epsilon \in ]0, a^{\frac{1}{\nu}} \wedge a^{\frac{1}{\nu}} \wedge (t - s)^{\frac{2}{\nu}} \wedge \left( \frac{1}{3} \right)^{\frac{1}{\nu}}[ \), we clearly have

\[
\inf_{|\xi| = 1} \xi^T \Gamma_2 \xi = \min \left( \inf_{|\xi| = 1, 0 < |x| < \frac{\nu}{2}} (J_1 + J_2), \inf_{|\xi| = 1, \frac{\nu}{2} \leq |x| \leq 1} (J_1 + J_2) \right)
\geq \min \left( \inf_{|\xi| = 1, 0 < |x| < \frac{\nu}{2}} J_1^{\theta_1}, \inf_{|\xi| = 1, \frac{\nu}{2} \leq |x| \leq 1} J_2^{\theta_2} \right).
\]

We will prove the following:

(A)

\[
\inf_{|\xi| = 1, 0 < |x| < \frac{\nu}{2}} J_1^{\theta_1} \geq C \epsilon^{\theta_1(3 - \beta)} - Y_{1,\epsilon},
\]

with \( Y_{1,\epsilon} \) satisfying

\[
E \left( |Y_{1,\epsilon}|^p \right) \leq C \epsilon^{\min\{\theta_1(5 - 2\beta) - \beta_1 + \nu, p\}}, \quad (4.5)
\]
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for any \( p \in [1, \infty[. \) Here and throughout the paper, given a real number \( r > 0, \) we denote by \( r^- \) any \( \bar{r} \in ]0, r[ \) (usually taken close to \( r \)).

(B) \[
\inf_{\| \xi \| = 1} \inf_{0 \leq |x| \leq 1} J_2^{\theta_2} \geq C e^{\nu + \theta_2(3-\beta)} - Y_{2,\varepsilon},
\]
with \( Y_{2,\varepsilon} \) satisfying \( E \left( |Y_{2,\varepsilon}|^p \right) \leq C \varepsilon^{\theta_2(5-2\beta)-p} \), for any \( p \in [1, \infty[. \)

We shall also prove that, for a fixed \( \beta \in ]0, 2[, \) we can choose \( \nu, \theta_1, \theta_2 > 0 \) such that the following conditions are satisfied:

(i) \( \min(\theta_1(5-2\beta)^{-}, \theta_1 + \nu) > \theta_1(3 - \beta), \)

(ii) \( \theta_2(5-2\beta)^{-} > \nu + \theta_2(3-\beta). \)

Then, by setting \( \varepsilon_0 := a^\frac{1}{\alpha} \land a^\frac{1}{\theta_2} \land t^-s \land \left( \frac{1}{\alpha} \right)^\frac{1}{2}, \) according to [7, Proposition 3.5], we will deduce that

\[
E \left[ \left( \inf_{\| \xi \| = 1} \frac{\xi^T \gamma \xi}{\| \xi \|} \right)^{-p} \right] \leq C \varepsilon_0^{-\alpha},
\]
for any \( p \in [1, \infty[, \) with \( \alpha = \max(\theta_1(3 - \beta), \nu + \theta_2(3-\beta)) \), and this will lead to (4.1) (see (4.12) and (4.18)).

Proof of (A). To simplify the notation, we write \( \theta \) instead of \( \theta_1. \) By the triangular inequality, for any norm \( \| \cdot \|, \)

\[
\|a + b\|^2 \geq \frac{1}{2} \|a\|^2 - \|b\|^2,
\]
therefore

\[
J_1^\theta \geq \frac{1}{2} \int_{s-\varepsilon_0}^{s} \frac{d}{dr} \left( \sum_{i=1}^{d} (\lambda_i - \chi_i) G(s-r, y-\ast) \sigma_{i,\ast}(u(s, y)) \right)^2 - Y_{1,\varepsilon},
\]
with

\[
Y_{1,\varepsilon} = \int_{s-\varepsilon_0}^{s} \frac{d}{dr} \left( \sum_{i=1}^{d} (\lambda_i - \chi_i) \left\{ G(s-r, y-\ast) [\sigma_{i,\ast}(u(s, y)) - \sigma_{i,\ast}(u(r, \ast))] + a_{i,\ast}(r, \ast; s, y) \right\} + \chi_{i \ast} [G(t-r, x-\ast) \sigma_{i,\ast}(u(r, \ast)) + a_{i,\ast}(r, \ast; t, x)] \right)^2 - Y_{1,\varepsilon}.
\]
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In this case, we are assuming that $|\chi|^2 \leq \varepsilon'$. Since $|\lambda|^2 + |\chi|^2 = 1$, there exists a positive constant $c$, depending on $\varepsilon_0$, such that $|\lambda - \chi| \geq c$. Therefore, by Lemma 5.1,

$$
\int_{s - \varepsilon \theta}^{s} dr \left\| \sum_{i=1}^{d} (\lambda_i - \chi_i) G(s - r, y - \ast) \sigma_{i,}(u(s, y)) \right\|_{H^d}^2 \\
\geq \left\| \rho_0^2 (|\lambda - \chi|^2 \int_{0}^{\varepsilon \theta} dr \|G(r, y - \ast)\|_{H}^2 \right\| \\
\geq C\varepsilon^{\theta(3 - \beta)}.
$$

(4.9)

Next, we establish an upper bound for the $L^p(\Omega)$ norm of $Y_{1,\varepsilon}$, for any $p \in [1, \infty]$. After the change of variable $s := s - r$, we apply Hölder’s inequality. Along with the Lipschitz property of $\sigma$ and (1.8), this yields

$$
E \left( \left( \int_{s - \varepsilon \theta}^{s} dr \left\| \sum_{i=1}^{d} (\lambda_i - \chi_i) G(s - r, y - \ast) [\sigma_{i,}(u(s, y)) - \sigma_{i,}(u(r, \ast))] \right\|_{H^d}^2 \right)^p \right) \\
\leq C \left( \int_{0}^{\varepsilon \theta} dr \|G(r, y - \ast)\|_{H}^2 \right)^{p-1} \\
\times \int_{0}^{\varepsilon \theta} dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(r, dz) G(r, dw) |z - w|^{-\beta} \\
\times E (|u(s, y) - u(s - r, y - z)||u(s, y) - u(s - r, y - w)|)^p \\
\leq C\varepsilon^{\theta(5 - 2\beta) - p}.
$$

(4.10)

The last inequality, follows from the results of Section 2.1 and Lemma 5.1. Indeed, under (C1), we recall from Proposition 2.2 that the inequality (2.3) holds with $\delta \in \left[0, \frac{2 - 2\beta}{2}\right]$.

By Hölder’s inequality and since $\sigma$ is bounded, we have

$$
E \left( \left( \int_{s - \varepsilon \theta}^{s} dr \left\| \sum_{i=1}^{d} \chi_i G(t - r, x - \ast) \sigma_{i,}(u(r, \ast)) \right\|_{H^d}^2 \right)^p \right) \\
\leq C\|\sigma\|_{\infty}^{2p} \left( \int_{s - \varepsilon \theta}^{s} dr \|G(t - r, x - \ast)\|_{H}^2 \right)^p |\chi|^{2p}.
$$

Here $|\chi|^2 \leq \varepsilon'$. Then, by Lemma 5.1(c), we see that this is bounded by $C\varepsilon^{(\nu + \theta)p}$.
Finally, by Lemma 5.2 we obtain, respectively
\[
E \left( \left\| \int_{s-\epsilon^0}^s dr \left[ \sum_{i=1}^d (\lambda_i - \chi_i) a_i, (r, t, x) \right] \right\|^2_{H^d} \right)^{p} \leq C \varepsilon^{\theta(3-\beta)2p},
\]
and
\[
E \left( \left\| \int_{s-\epsilon^0}^s dr \left[ \sum_{i=1}^d \chi_i a_i, (r, t, x) \right] \right\|^2_{H^d} \right)^{p} \leq C \varepsilon^{(\nu + \theta)p}.
\]
Thus, we have proved (4.5) with \( \theta_1 := \theta \). Along with (4.9), this ends the proof of statement (A).

**Proof of (B).** As before, we write \( \theta \) instead of \( \theta_2 \). Applying (4.8), we obtain
\[
J_{22}^\varepsilon \geq \frac{1}{2} \int_{t-\epsilon^0}^t dr \left\| \sum_{i=1}^d \chi_i G(t - r, x - *) \sigma_{i,} (u(t, x)) \right\|^2_{H^d} - Y_{2,\varepsilon},
\]
with
\[
Y_{2,\varepsilon} = \int_{t-\epsilon^0}^t dr \left\| \sum_{i=1}^d \chi_i [G(t - r, x - *) \sigma_{i,} (u(r, *)) - \sigma_{i,} (u(t, x))] \right\|^2_{H^d}.
\]
We are now assuming \( |\chi| \geq \varepsilon^{\frac{\nu}{2}} \). Thus, by (P2) and Lemma 5.1,
\[
\int_{t-\epsilon^0}^t dr \left\| \sum_{i=1}^d \chi_i G(t - r, x - *) \sigma_{i,} (u(t, x)) \right\|^2_{H^d} \geq \rho_0^2 |\chi|^2 \int_{t-\epsilon^0}^t dr \|G(t, x - *)\|_{H^d}^2 \geq C \varepsilon^{\nu + \theta(3-\beta)}.
\]
Similarly to (4.10), we have
\[
E \left( \left( \int_{t-\epsilon^0}^t dr \left[ \sum_{i=1}^d \chi_i G(t - r, x - *) \sigma_{i,} (u(r, *)) - \sigma_{i,} (u(t, x)) \right] \right)^{2}_{H^d} \right)p \leq C \varepsilon^{\theta(5-2\beta)p}.
\]
Moreover, by Lemma 5.2 with \( s = t \),
\[
E \left( \left( \int_{t-\epsilon^0}^t dr \left[ \sum_{i=1}^d \chi_i a_i, (r, t, x) \right] \right)^{2}_{H^d} \right)^{p} \leq C \varepsilon^{\theta(3-\beta)2p}.
\]
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Thus, we have proved (4.6) with $\theta_2 := \theta$. Along with (4.11), this ends the proof of (B).

To end the analysis of Case 1, we must check that one can find indeed positive real numbers $\nu, \theta_1, \theta_2$ satisfying the restrictions (i) and (ii) above.

For this, we remark that for $\beta \in ]0, 2[$, $\theta_1(5 - 2\beta) > \theta_1(3 - \beta)$, so condition (i) is equivalent to
$$\nu > \theta_1(2 - \beta).$$
As for condition (ii), it is equivalent to
$$\nu < \theta_2(2 - \beta).$$
Hence, we may consider $0 < \theta_1 < \theta_2$ and then $\nu \in ]\theta_1(2 - \beta), \theta_2(2 - \beta)[$, to obtain (4.7) with $\epsilon_0 = a^{-1} \land (t - s)^{\frac{1}{2}}$ and $\alpha = \nu + \theta_2(3 - \beta)$. From here, we obtain (4.1) by the following arguments.

Clearly,
$$\epsilon_0^{-\nu} = (t - s)^{-\nu(\frac{r}{\theta_2} + (3 - \beta))} \lor a^{-\nu(\frac{r}{\theta_1} - 3 - \beta)}.$$
Since $t - s \leq 1$, for any positive constant $C$, we have $C \leq (t - s)^{-\nu \frac{r}{\theta_2} + (3 - \beta)}$, and we can apply this with $C = a^{-\nu \frac{r}{\theta_1}}$.

Thus, up to a positive constant $C$, the upper bound in (4.7) may be replaced by $(t - s)^{-\nu \frac{r}{\theta_2} + (3 - \beta)}$.

Finally, (4.1) is obtained as follows. Fix $\delta \in ]0, 2 - \beta[^{+}$, then choose $0 < \theta_1 < \theta_2$ satisfying $\theta_1(2 - \beta) < \theta_2 \delta$ and $\nu \in ]\theta_1(2 - \beta), \theta_2 \delta[$. For any $p \in [1, \infty[$, we obtain
$$E \left[ \left( \inf_{|\xi| = 1} \xi^T \Gamma_2 \xi \right)^{-p} \right] \leq C(t - s)^{-p(\delta + 3 - \beta)}. \tag{4.12}$$
This clearly yields (4.1), since we are assuming that $|x - y| \leq t - s$.

**Case 2:** $s, t \in [a, b]$, $a \in ]0, 1[$, $0 \leq t - s \leq |x - y|$. Let $\delta_0 > 0$ be a real number to be determined later on, and fix $\epsilon \in ]0, \frac{|x - y|}{\delta_0} \land a[$. We split the analysis of this case into two subcases.

**Subcase 2.1:** $0 \leq t - s < \epsilon$. We start by writing the obvious lower bound
$$\xi^T \Gamma_2 \xi \geq \int_{s - \epsilon}^{s} dr \left| \sum_{i=1}^{d} (\lambda_i - \chi_i) \left[ G(s - r, y - *) \sigma_{i*}(u(r, *)) + a_{i*}(r, *, s, y) \right] \right|^2 \left| \lambda_i^{\ast} \right|. \tag{36}$$
By the inequality (4.8), the last expression is greater than or equal to
\( \frac{1}{2} L_\varepsilon(s; x, y) - Y_{3,\varepsilon} \), where we have used the notation
\[
L_\varepsilon(s; x, y) := \int_{s-\varepsilon}^{s} dr \left\| \sum_{i=1}^{d} (\lambda_i - \chi_i) G(s - r, y - \ast) \sigma_i, (u(s, y)) + \chi_i G(t - r, x - \ast) \sigma_i, (u(s, x)) \right\|^2_{\mathcal{H}^d},
\]
\[
Y_{3,\varepsilon} := \sum_{l=1}^{4} U_{3,\varepsilon}^l(s; x, y),
\]
with
\[
U_{3,\varepsilon}^1(s; x, y) = \int_{s-\varepsilon}^{s} dr \left\| \sum_{i=1}^{d} (\lambda_i - \chi_i) G(s - r, y - \ast) \left[ \sigma_i, (u(s, y)) - \sigma_i, (u(r, \ast)) \right] \right\|^2_{\mathcal{H}^d},
\]
\[
U_{3,\varepsilon}^2(s; x, y) = \int_{s-\varepsilon}^{s} dr \left\| \sum_{i=1}^{d} \chi_i G(t - r, x - \ast) \left[ \sigma_i, (u(s, x)) - \sigma_i, (u(r, \ast)) \right] \right\|^2_{\mathcal{H}^d},
\]
\[
U_{3,\varepsilon}^3(s; x, y) = \int_{s-\varepsilon}^{s} dr \left\| \sum_{i=1}^{d} (\lambda_i - \chi_i) a_i, (r, \ast; s, y) \right\|^2_{\mathcal{H}^d},
\]
\[
U_{3,\varepsilon}^4(s; x, y) = \int_{s-\varepsilon}^{s} dr \left\| \sum_{i=1}^{d} \chi_i a_i, (r, \ast; t, x) \right\|^2_{\mathcal{H}^d}.
\]

We now prove that for any \( p \in [1, \infty] \),
\[
E \left( |Y_{3,\varepsilon}|^p \right) \leq C\varepsilon^{(5-2\beta)^{-p}}. \quad (4.13)
\]

Indeed, this is a consequence of \( L^p(\Omega) \) estimates of each term \( U_{3,\varepsilon}^l(s; x, y) \), as follows.

The term \( E \left( |U_{3,\varepsilon}^1(s; x, y)|^p \right) \) is the same as the first one in (4.10), with \( \theta = 1 \). Thus,
\[
E \left( |U_{3,\varepsilon}^1(s; x, y)|^p \right) \leq C\varepsilon^{(5-2\beta)^{-p}}.
\]

With similar arguments as in (4.10), and using the fact that \( t - s < \varepsilon \), we see that
\[
E \left( \left( \int_{s-\varepsilon}^{s} dr \left\| \sum_{i=1}^{d} \chi_i G(t - r, x - \ast) \left[ \sigma_i, (u(s, x)) - \sigma_i, (u(r, \ast)) \right] \right\|^2_{\mathcal{H}^d} \right)^p \right) \leq C\varepsilon^{(5-2\beta)^{-p}}.
\]
This implies that
\[
E \left( |U_\varepsilon^2(s, x, y)|^p \right) \leq C\varepsilon^{(5-2\beta)p}.
\]
From Lemma 5.2, we obtain
\[
E \left( |U_\varepsilon^3(s, x, y)|^p \right) \leq C\varepsilon^{(3-\beta)2p}.
\]
Using again that \( t - s < \varepsilon \), Lemma 5.2 also yields
\[
E \left( |U_\varepsilon^4(s, x, y)|^p \right) \leq C\varepsilon^p (t - s + \varepsilon)^{(5-2\beta)p} \leq C\varepsilon^{(3-\beta)2p}.
\]
With this, the proof of (4.13) is complete.

Our next goal is to establish the lower bound
\[
L_\varepsilon(s; x, y) \geq c\varepsilon^{3-\beta}, \tag{4.14}
\]
for some positive constant \( c \). For this, we apply the change of variable \( r \rightarrow s - r \) and the inequality \( \|a + b\|^2 \geq \|a\| + \|b\| - 2|\langle a, b \rangle| \), valid in any Hilbert space. Property (P2) implies that
\[
L_\varepsilon(s; x, y) \geq \rho_0^2 \left[ |\lambda - \chi|^2 \int_0^\varepsilon dr \|G(r, y - \ast)\|_H^2 \\
+ |\chi|^2 \int_0^\varepsilon dr \|G(t - s + r, x - \ast)\|_H^2 \right] \\
- 2 \left[ \int_{s-\varepsilon}^s dr \langle (\lambda - \chi)^T \sigma(u(s, y))G(s - r, y - \ast), \\
\chi^T \sigma(u(s, x))G(t - r, x - \ast) \rangle_{Hd} \right].
\]
Set
\[
T_\varepsilon(s, t; x, y) = 2 \left[ \int_{s-\varepsilon}^s dr \langle (\lambda - \chi)^T \sigma(u(s, y))G(s - r, y - \ast), \\
\mu^T \sigma(u(s, x))G(t - r, x - \ast) \rangle_{Hd} \right].
\]
Remember that \( |\lambda|^2 + |\chi|^2 = 1 \). Consequently, \( |\lambda - \chi|^2 + |\chi|^2 \geq c \), for some positive constant \( c \). This fact, along with Lemma 5.11 below, implies that
\[
L_\varepsilon(s; x, y) \geq \tilde{c}\varepsilon^{3-\beta} - T_\varepsilon(s, t; x, y).
\]
Our next aim is to prove that
\[
T_\varepsilon(s, t; x, y) \leq \tilde{c}\varepsilon^{3-\beta} \Psi(\varepsilon; x, y; s, t), \tag{4.15}
\]

where
\[ \lim_{|x-y| \to +\infty} \Psi(\varepsilon; x, y; s, t) = 0, \] (4.16)
uniformly over \( \frac{t-s}{\varepsilon} \in [0, 1] \).

By developing the inner product in the definition of \( T_\varepsilon(s; t, x, y) \), we easily obtain
\[ T_\varepsilon(s; t, x, y) \leq C \left| \int_0^\varepsilon dr \langle G(r, y - *), G(t - s + r, x - *) \rangle_H \right|, \]
with a constant \( C \) depending on \( |\lambda|, |\chi|, \|\sigma\|_\infty \). Statements (4.15)-(4.16) now follow from Lemma 5.12.

Property (4.16) implies the existence of a \( \delta_0 > 0 \) such that, for any \( \varepsilon > 0 \) satisfying \( \frac{|x-y|}{\varepsilon} > \delta_0 \),
\[ |\Psi(\varepsilon; x, y; s, t)| < \frac{\tilde{c}}{2\varepsilon}. \]
This yields
\[ L_\varepsilon(s; x, y) \geq \tilde{c} \varepsilon^{3-\beta} - T_\varepsilon(s; t, x, y) \]
\[ \geq \frac{\tilde{c}}{2} \varepsilon^{3-\beta}. \]
Thus, for any \( \varepsilon < \frac{|x-y|}{\delta_0} \), we have proved that
\[ \inf_{|\xi| = 1} \xi^T \gamma Z \xi \geq C \varepsilon^{3-\beta} - Y_{3, \varepsilon}, \] (4.17)
with \( Y_{3, \varepsilon} \) satisfying (4.13).

**Subcase 2.2:** \( 0 \leq \varepsilon \leq t - s \). We apply the results obtained in Case 1 to conclude that
\[ \inf_{|\xi| = 1} \xi^T \gamma Z \xi \geq \min \left( C \varepsilon^{\theta_1(3-\beta)} - Y_{1, \varepsilon}, C \varepsilon^{\nu + \theta_2(3-\beta)} - Y_{2, \varepsilon} \right), \]
with \( Y_{1, \varepsilon} \) and \( Y_{2, \varepsilon} \) satisfying (4.5), (4.6), respectively.

Combining the results proved so far, we see that
\[ \inf_{|\xi| = 1} \xi^T \gamma Z \xi \geq \min \left( C \varepsilon^{\theta_1(3-\beta)} - Y_{1, \varepsilon} 1_{\{\varepsilon \leq t-s\}}, C \varepsilon^{\max(\nu + \theta_2(3-\beta), 3-\beta)} - Y_{2, \varepsilon} 1_{\{\varepsilon \leq t-s\}} - Y_{3, \varepsilon} 1_{\{\varepsilon > t-s\}} \right). \]
To reach the conclusion, we would like to apply Proposition 3.5 in [7]. For this, the parameters \( \theta_1, \theta_2 \) and \( \nu \) must satisfy certain restrictions. Setting \( \theta_2 = 1 \), these restrictions become:
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\( (a) \theta_1 + \nu > \theta_1(3 - \beta), \)
\( (b) 5 - 2\beta > \nu + 3 - \beta, \)
\( (c) 5 - 2\beta > 3 - \beta. \)

Since \( \beta \in ]0, 2[, \) (c) is clearly satisfied, and (a) and (b) are equivalent to
\( \theta_1(2 - \beta) < \nu < 2 - \beta. \)

Consider \( 0 < \theta_1 < 1 \) and choose \( \nu \in ]\theta_1(2 - \beta), 2 - \beta[. \) According to Proposition 3.5 in [7], we obtain
\[
E \left[ \left( \inf_{|\xi| = 1} \xi^T \gamma Z \xi \right)^{-p} \right] \leq C |x - y|^{-p(\nu + 3 - \beta)}. \tag{4.18}
\]
Since \( \theta_1 \) can be chosen arbitrary small, this yields (4.18) with \( \nu \) replaced by any \( \delta \) arbitrary close to zero.

Finally, (4.1) is obtained by combining the results proved in Case 1 (see (4.12)) and Case 2. This proves Theorem 4.1.

Our next efforts are devoted to the study of the large eigenvalues of \( \gamma Z. \)

**Theorem 4.2** We assume \((P1), (P2)\) and \((C1)\). For any \( p \in [1, \infty[ \), there exists a constant \( C \) depending on \( p, I \) and \( K \) such that, for any \( (t, x) \neq (s, y) \) with \( a \leq s \leq t \leq b \) and \( x, y \in K, \)
\[
E \left[ 1_{A_K} \left( \Pi_{i \in K} (\xi_i)^T \gamma Z \xi_i \right)^{-p} \right] \leq C,
\tag{4.19}
\]
with \( A_K \) defined in (3.4).

**Proof.** Fix \( \iota_0 \in \{1, \ldots, d\} \) such that \( \alpha_{i_0} \geq \alpha_0. \) In the sequel, we will write \( \alpha \) instead of \( \alpha_{i_0} \) and \( \xi \) instead of \( \xi_{i_0}. \) By Hölder’s inequality, it suffices to prove
\[
E \left[ 1_{\{\alpha \geq \alpha_0\}} \left( \xi^T \gamma Z \xi \right)^{-p} \right] \leq C, \tag{4.20}
\]
for any \( p \in [1, \infty[. \)

Fix \( \theta \in ]0, 1[, \) and then \( \theta_1 < \theta(2 - \beta)/2, \) so that \( \theta_1 < \theta. \) In the subsequent arguments, we shall consider \( \varepsilon \in ]0, a^{1/\theta_1}[. \)

**Case 1:** \( \varepsilon^\theta < t - s. \) As in the proof of Theorem 4.1, we write \( \xi = (\lambda, \chi). \) There exists \( \alpha \in [0, 1] \) and vectors \( \hat{\lambda}, \hat{\chi} \in \mathbb{R}^d \) such that \( \lambda = \alpha \hat{\lambda}, \mu = \sqrt{1 - \alpha^2} \hat{\chi}, |\hat{\lambda}| = |\hat{\chi}| = 1. \) For any \( \eta > 0, \) we obviously have
\[
\inf_{\alpha_0 \leq \alpha \leq 1} \left( \xi^T \gamma Z \xi \right) = \min \left( \inf_{\alpha_0 \leq \alpha \leq \sqrt{1 - \varepsilon^\theta}} \left( \xi^T \gamma Z \xi \right), \inf_{\sqrt{1 - \varepsilon^\theta} < \alpha \leq 1} \left( \xi^T \gamma Z \xi \right) \right).
\]
\]
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Assume $\alpha_0 \leq \alpha \leq \sqrt{1-\varepsilon^2}$. By using (4.2)–(4.4), we write

$$\xi^T \gamma Z \xi \geq J_2^\varepsilon \geq \frac{1}{2} G_{1,\varepsilon} - \tilde{G}_{1,\varepsilon},$$

where

$$G_{1,\varepsilon} = \int_{t-\varepsilon^2}^t dr \left\| \sum_{i=1}^d \sqrt{1 - \alpha^2 \tilde{\chi}} G(t - r, x - *) \sigma_i.(u(t, x)) \right\|_{\mathcal{H}^d},$$

and $\tilde{G}_{1,\varepsilon} = \tilde{G}_{11,\varepsilon} + \tilde{G}_{12,\varepsilon}$ with

$$\tilde{G}_{11,\varepsilon} = \int_{t-\varepsilon^2}^t dr \left\| \sum_{i=1}^d \sqrt{1 - \alpha^2 \tilde{\chi}} G(t - r, x - *) \left[ \sigma_i.(u(t, *)) - \sigma_i.(u(r, x)) \right] \right\|_{\mathcal{H}^d},$$

$$\tilde{G}_{12,\varepsilon} = \int_{s-\varepsilon^2}^t dr \left\| \sum_{i=1}^d \sqrt{1 - \alpha^2 \tilde{\chi}} a_i.(r, t, x) \right\|_{\mathcal{H}^d}.$$

By Lemma 5.1 and hypothesis (P2), since $1 - \alpha^2 \geq \varepsilon^2$, we have

$$G_{1,\varepsilon} \geq C \varepsilon^{\eta + \theta(3 - \beta)}.$$  \hspace{1cm} (4.21)

Similarly as in (4.10), we have

$$E \left( \left\| \tilde{G}_{11,\varepsilon} \right\| \right) \leq C \varepsilon^{\eta \theta(5 - 2\beta)}.$$

Lemma 5.2 with $s = t$ tells us that

$$E \left( \left\| \tilde{G}_{12,\varepsilon} \right\| \right) \leq C \varepsilon^{\theta(3 - \beta)}.$$

Both estimates above hold for any $p \in [1, \infty]$. Consequently, for any $p \in [1, \infty]$, we obtain

$$E \left( \left\| \tilde{G}_{1,\varepsilon} \right\| \right) \leq C \varepsilon^{\eta \theta(5 - 2\beta)}.$$  \hspace{1cm} (4.22)

Let us now assume that $\sqrt{1 - \varepsilon^2} \leq \alpha \leq 1$. In this case, we use (4.2), (4.3) and we consider the lower bound

$$\xi^T \gamma Z \xi \geq J_1^\varepsilon \geq \frac{1}{2} G_{2,\varepsilon} - \tilde{G}_{2,\varepsilon},$$

where

$$G_{2,\varepsilon} = \int_{s-\varepsilon^2}^s dr \left\| \sum_{i=1}^d \alpha \lambda \sigma_i(s - r, y - *) \sigma_i.(u(r, y)) \right\|_{\mathcal{H}^d},$$
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and $\tilde{G}_{2,\epsilon} = \sum_{i=1}^{4} \tilde{G}_{2i,\epsilon}$, with

$$
\tilde{G}_{21,\epsilon} = \int_{s-\epsilon^{\theta_1}}^{s} dr \left\| \sum_{i=1}^{d} \alpha \lambda_i G(s-r, y-\ast) \left[ \sigma_i(u(r,\ast)) - \sigma_i(u(r, y)) \right] \right\|_{\mathcal{H}^d},
$$

$$
\tilde{G}_{22,\epsilon} = \int_{s-\epsilon^{\theta_1}}^{s} dr \left\| \sum_{i=1}^{d} \alpha \lambda_i - \sqrt{1 - \alpha^2 \tilde{\chi}_i} \right\|_{\mathcal{H}^d},
$$

$$
\tilde{G}_{23,\epsilon} = \int_{s-\epsilon^{\theta_1}}^{s} dr \left\| \sum_{i=1}^{d} \sqrt{1 - \alpha^2 \tilde{\chi}_i} \right\|_{\mathcal{H}^d} \times \left[ G(t-r, x-\ast) - G(s-r, y-\ast) \right] \sigma_i(u(r, \ast)) \right\} \left\|_{\mathcal{H}^d},
$$

$$
\tilde{G}_{24,\epsilon} = \int_{s-\epsilon^{\theta_1}}^{s} dr \left\| \sum_{i=1}^{d} \right\|_{\mathcal{H}^d} \times \left[ G(t-r, x-\ast) - G(s-r, y-\ast) \right] \sigma_i(u(r, \ast)) \right\} \left\|_{\mathcal{H}^d}.
$$

We are assuming $\alpha \geq \alpha_0$. Therefore, by Lemma 5.1, for some positive constant $C$,

$$
G_{2,\epsilon} \geq C \varepsilon^{\theta_1(3-\beta)}. \tag{4.23}
$$

The support of $G(s-r, y-\ast)$ is included in the set $\{ z \in \mathbb{R}^3 : |y-z| = s-r \}$. Then, similarly as in (4.10), Lemma 5.1, the Lipschitz continuity of $\sigma$ along with Proposition 2.2 and (2.3) yield

$$
E \left( \left\| \tilde{G}_{21,\epsilon} \right\|_{p} \right) \leq \varepsilon^{\theta_1(5-2\beta)-p},
$$

and by Lemma 5.2 with $s = t$,

$$
E \left( \left\| \tilde{G}_{22,\epsilon} \right\|_{p} \right) \leq C \varepsilon^{\theta_1(3-\beta)2p}.
$$

The assumption on $\alpha$ implies $1 - \alpha^2 \leq \varepsilon^\eta$. Hence, by applying Corollary 5.10, we obtain

$$
E \left( \left\| \tilde{G}_{23,\epsilon} \right\|_{p} \right) \leq C \varepsilon^{\eta + \theta_1(1-\beta)-1, \beta \in [0,1] + \theta_1(2-\beta)-1, \beta \in [1,2]} p. \tag{4.24}
$$

By Lemma 5.2, we have

$$
E \left( \left\| \tilde{G}_{24,\epsilon} \right\|_{p} \right) \leq C \varepsilon^{\eta p + \theta_1 p (t - s + \varepsilon^{\theta_1}) (5-2\beta)p} \leq C \varepsilon^{(\eta + \theta_1)p}.
$$

Summarizing the estimates obtained so far, we obtain

$$
E \left( \left\| \tilde{G}_{2,\epsilon} \right\|_{p} \right) \leq C \varepsilon^{\min \theta_1(5-2\beta)-. \eta + \theta_1(1-\beta)-1, \beta \in [0,1] + \theta_1(2-\beta)-1, \beta \in [1,2]} p. \tag{4.25}
$$
Case 2: \( 0 \leq t - s \leq \varepsilon^\theta, \frac{|x - y|}{\delta_0} < \varepsilon^\theta \), with \( \delta_0 > 0 \) to be determined later (after (4.31)). According to (4.2) and (4.3), we can write, for \( \theta_2 > 0 \) sufficiently small,
\[
\xi^T \gamma_2 \xi \geq J_1^{\theta_2} \geq \frac{1}{2} G_{3,\varepsilon} - \tilde{G}_{3,\varepsilon},
\]
where
\[
G_{3,\varepsilon} = \int_{s - \varepsilon^{\theta_2}}^s dr \left\| \sum_{i=1}^d \alpha \tilde{\lambda}_i G(s - r, y - \ast) \sigma_i \cdot (u(s, y)) \right\|^2_{\mathcal{H}^d},
\]
and \( \tilde{G}_{3,\varepsilon} = \sum_{l=1}^4 \tilde{G}_{3l,\varepsilon} \) with
\[
\tilde{G}_{31,\varepsilon} = \int_{s - \varepsilon^{\theta_2}}^s dr \left\| \sum_{i=1}^d \alpha \tilde{\lambda}_i \sigma_i \cdot (u(r, \ast)) - \sigma_i \cdot (u(s, y)) \right\|^2_{\mathcal{H}^d},
\]
\[
\tilde{G}_{32,\varepsilon} = \int_{s - \varepsilon^{\theta_2}}^s dr \left\| \sum_{i=1}^d \alpha \tilde{\lambda}_i - \sqrt{1 - \alpha^2 \tilde{\chi}_i} a_i \cdot (r, \ast; s, y) \right\|^2_{\mathcal{H}^d},
\]
\[
\tilde{G}_{33,\varepsilon} = \int_{s - \varepsilon^{\theta_2}}^s dr \left\| \sum_{i=1}^d \sqrt{1 - \alpha^2 \tilde{\chi}_i} \right. \times \left[ G(t - r, x - \ast) - G(s - r, y - \ast) \right] \sigma_i \cdot (u(r, \ast)) \right\|^2_{\mathcal{H}^d},
\]
\[
\tilde{G}_{34,\varepsilon} = \int_{s - \varepsilon^{\theta_2}}^s dr \left\| \sum_{i=1}^d \sqrt{1 - \alpha^2 \tilde{\chi}_i} a_i \cdot (r, \ast; t, x) \right\|^2_{\mathcal{H}^d}.
\]
As has already been argued several times, by applying Lemma 5.1 and since \( \alpha \geq \alpha_0 \), we obtain
\[
G_{3,\varepsilon} \geq C \varepsilon^{\theta_2 (3 - \beta)}. \quad (4.26)
\]
Similarly as in (4.10), we have
\[
E \left( \left\| \tilde{G}_{31,\varepsilon} \right\|^p \right) \leq C \varepsilon^{\theta_2 (5 - 2\beta) - p},
\]
while thanks to Lemma 5.2 with \( s = t \),
\[
E \left( \left\| \tilde{G}_{32,\varepsilon} \right\|^p \right) \leq C \varepsilon^{\theta_2 (3 - \beta) 2p}.
\]
These two bounds hold for any \( p \in [1, \infty[ \).
From Propositions 5.3 and 5.6 and the discussion following Corollary 5.10 (see (5.40), (5.43) and (5.45)), it follows that for any \( p \in [1, \infty[ \),
\[ E\left((\bar{G}_{33,\varepsilon})^p\right) \leq C \left\{ \varepsilon^{\theta(2-\beta)^+} + \varepsilon^{2\theta^+} + \varepsilon^{\theta(1-\beta)^+} + \varepsilon^{\theta} + \varepsilon^{\theta^2} + \varepsilon^{\theta^2(2-\beta)^+} + \varepsilon^{\theta^2} \right\}^p 1_{\beta \in [0,1[} \]

By applying Lemma 5.2, since we are in the case where \( t - s \leq \varepsilon^\theta \), we obtain

\[ E\left((\bar{G}_{34,\varepsilon})^p\right) \leq C \varepsilon^{\theta^2} (t - s + \varepsilon^{\theta^2}) (5 - 2\beta)^p \]

\[ \leq C \left( \varepsilon^{[\theta^2 + \theta(5-2\beta)]p} + \varepsilon^{[\theta^2(3-\beta)]2p} \right) \]

for any \( p \in [1, \infty[ \).

Therefore,

\[ E\left((\bar{G}_{3,\varepsilon})^p\right) \leq C \varepsilon^{\min[\theta^2(5-2\beta)^+, \theta^2 + \theta(5-2\beta), \pi(\theta, \theta^2, \beta)]p}, \]

(4.28)

with

\[ \pi(\theta, \theta^2, \beta) = \min \left( \theta(2 - \beta)^+ + \theta^2, 2\theta^+ + \theta^2(1 - \beta), \theta^+ + \theta(2 - \beta)^+ \right) \]

\[ + \min \left( \theta(2 - \beta)^+ + \theta^2, \theta + \theta^2(2 - \beta), \theta + \theta^2 \right) \]

\[ + \theta^2 \leq 2\beta + 2\theta, \beta \in [1,2]. \]

(4.29)

Case 3: \( 0 \leq t - s \leq \varepsilon^\theta \) and \( 0 < \varepsilon^\theta < \frac{|x - y|}{\delta_0} \). Using (4.2)–(4.4), we obtain

\[ \xi^T \gamma_2 \xi \geq J_{1^\theta} \geq \frac{1}{2} G_{4,\varepsilon} - \bar{G}_{4,\varepsilon}, \]

where

\[ G_{4,\varepsilon} = \int_{s-\varepsilon^\theta}^s dr \left\| \sum_{i=1}^d \left( (\alpha \tilde{\lambda}_i - \sqrt{1 - \alpha^2 \tilde{\chi}_i}) G(s - r, y - *) \sigma_{1,i}(u(s, y)) \right. \right. \]

\[ + \left. \left. \sqrt{1 - \alpha^2 \tilde{\chi}_i} G(t - r, x - *) \sigma_{1,i}(u(s, x)) \right\|_{\mathcal{H}^d}^2, \]

(4.27)
and \( \tilde{G}_{4, \varepsilon} = \sum_{l=1}^{4} \tilde{G}_{4l, \varepsilon} \) with

\[
\tilde{G}_{41, \varepsilon} = \int_{s - \varepsilon^{\theta}}^{s} dr \left\| \sum_{i=1}^{d} \left( \alpha \tilde{\lambda}_i - \sqrt{1 - \alpha^2 \tilde{\kappa}_i} \right) G(s - r, y - *) \right\|_{\mathcal{H}^d}^2 \\
\times \left[ \sigma_i.(u(r, *)) - \sigma_{i,y}(u(s, y)) \right],
\]

\[
\tilde{G}_{42, \varepsilon} = \int_{s - \varepsilon^{\theta}}^{s} dr \left\| \sum_{i=1}^{d} \sqrt{1 - \alpha^2 \tilde{\kappa}_i} G(t - r, x - *) \right\|_{\mathcal{H}^d}^2 \\
\times \left[ \sigma_i.(u(r, *)) - \sigma_{i,x}(u(s, x)) \right],
\]

\[
\tilde{G}_{43, \varepsilon} = \int_{s - \varepsilon^{\theta}}^{s} dr \left\| \sum_{i=1}^{d} \left( \alpha \tilde{\lambda}_i - \sqrt{1 - \alpha^2 \tilde{\kappa}_i} \right) a_{i,.}(r, *; s, y) \right\|_{\mathcal{H}^d}^2,
\]

\[
\tilde{G}_{44, \varepsilon} = \int_{s - \varepsilon^{\theta}}^{s} dr \left\| \sum_{i=1}^{d} \sqrt{1 - \alpha^2 \tilde{\kappa}_i} a_{i,.}(r, *; t, x) \right\|_{\mathcal{H}^d}^2.
\]

We fix \( p \in [1, \infty] \) and give upper bounds for the \( L^p(\Omega) \)-norms of each one of the terms above.

We have already seen (see (4.10)) that

\[
E \left( (\tilde{G}_{41, \varepsilon})^p \right) \leq C \varepsilon^{\theta(5 - 2\beta - p)}.
\]

For the second term, we use the Hölder continuity of the sample paths, Lemma 5.1 and the fact that the support of \( \tilde{G}(t - r, x - *) \) is included in \( \{ z \in \mathbb{R}^k : |x - z| \leq t - r \} \) to see that

\[
E \left( (\tilde{G}_{42, \varepsilon})^p \right) \leq C (t - s + \varepsilon^{\theta})^{(2 - \beta - p)} (t - s + \varepsilon^{\theta})^{(3 - \beta)p} = C \varepsilon^{\theta(5 - 2\beta - p)},
\]

since \( t - s < \varepsilon^{\theta} \). For the third term, we apply Lemma 5.2 (with \( t = s \)) and we obtain

\[
E \left( (\tilde{G}_{43, \varepsilon})^p \right) \leq C \varepsilon^{\theta(3 - \beta)2p}.
\]

Finally, for the fourth term, we use Lemma 5.2. We get

\[
E \left( (\tilde{G}_{44, \varepsilon})^p \right) \leq C \varepsilon^{\theta p} (t - s + \varepsilon^{\theta})^{(5 - 2\beta)p} \leq C \varepsilon^{\theta(3 - \beta)2p}.
\]

From the above estimates, we conclude that

\[
E \left( \left( \sum_{l=1}^{4} \tilde{G}_{4l, \varepsilon} \right)^p \right) \leq C \varepsilon^{\theta(5 - 2\beta - p)}. \quad (4.30)
\]
Our next aim is to find a lower bound for $G_{4,\varepsilon}$. For this, we apply the change of variables $r \rightarrow s - r$, and then we develop the square of the norm on $H^d$ to obtain

$$
G_{4,\varepsilon} \geq \int_0^\varepsilon dr \|G(r, y - \ast)\|_H^2 \left| \left( \alpha \tilde{\lambda}^T - \sqrt{1 - \alpha^2 \tilde{\chi}^T} \right) \sigma(u(s, y)) \right|^2 \\
+ \int_0^\varepsilon dr \|G(t - s + r, x - \ast)\|_H^2 \left| \sqrt{1 - \alpha^2 \tilde{\chi}^T} \sigma(u(s, x)) \right|^2 \\
- 2 \int_0^\varepsilon dr \langle G(r, y - \ast), G(t - s + r, x - \ast) \rangle_H \\
\times \left( \left( \alpha \tilde{\lambda} - \sqrt{1 - \alpha^2 \tilde{\chi}} \right) \sigma(u(s, y)), \sqrt{1 - \alpha^2 \tilde{\chi}} \sigma(u(s, x)) \right) |.
$$

Property (P2) along with Lemmas 5.1 and 5.11 yield

$$
G_{4,\varepsilon} \geq c \rho_0^2 \varphi(\alpha, \tilde{\lambda}, \tilde{\chi}) \varepsilon^{3(3 - \beta)} - 2 \left| \psi(\alpha, \tilde{\lambda}, \tilde{\chi}) I(\varepsilon; t, x, s, y) \right|,
$$

with

$$
\varphi(\alpha, \tilde{\lambda}, \tilde{\chi}) = \left| \alpha \tilde{\lambda}^T - \sqrt{1 - \alpha^2 \tilde{\chi}^T} \right|^2 + \left| \sqrt{1 - \alpha^2 \tilde{\chi}^T} \sigma(u(s, x)) \right|^2,
$$

$$
\psi(\alpha, \tilde{\lambda}, \tilde{\chi}) = \left\langle \left( \alpha \tilde{\lambda} - \sqrt{1 - \alpha^2 \tilde{\chi}} \right) \sigma(u(s, y)), \sqrt{1 - \alpha^2 \tilde{\chi}} \sigma(u(s, x)) \right\rangle,
$$

$$
I(\varepsilon; t, x, s, y) = \int_0^\varepsilon dr \langle G(r, y - \ast), G(t - s + r, x - \ast) \rangle_H,
$$

and $c = \frac{1}{3 - \beta} \int_{\mathbb{R}^k} \frac{\sin^2(|w|)}{|w|^{k + 2 + \beta}} dw$.

One can easily check that

$$
\varphi_0 := \inf_{\alpha \in [\alpha_0, 1]} \varphi(\alpha, \tilde{\lambda}, \tilde{\chi}) > 0.
$$

Also,

$$
\sup_{\alpha \in [\alpha_0, 1]} \left| \psi(\alpha, \tilde{\lambda}, \tilde{\chi}) \right| \leq 2 \|\sigma\|^2_{\infty}.
$$

Therefore,

$$
G_{4,\varepsilon} \geq c \rho_0^2 \varphi_0 \varepsilon^{3(3 - \beta)} - 2 \|\sigma\|^2_{\infty} |I(\varepsilon; t, x, s, y)|. \quad (4.31)
$$

Since $0 \leq t - s \leq \varepsilon^\eta$, by Lemma 5.12, there exists $\delta_0 > 0$ such that for any $\varepsilon > 0$ satisfying $\frac{|x - y|}{\varepsilon} = \delta > \delta_0$, we have that

$$
\|\sigma\|^2_{\infty} |I(\varepsilon; t, x, s, y)| \leq \frac{c \rho_0^2 \varphi_0}{4} \varepsilon^{3(3 - \beta)}.
$$
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From (4.31), it follows that
\[ G_{4,\varepsilon} \geq \frac{c_\rho^2 \varphi_0 \varepsilon^{\theta(3-\beta)}}{2}. \] (4.32)

With the estimates (4.21), (4.23), (4.26) and (4.32), we have established the following. For any \( 0 < \varepsilon < a^{1/4} \),
\[
\inf_{\alpha_0 \leq \alpha \leq 1} \left( \xi^T \Gamma Z \xi \right) \geq \min \left( c\varepsilon^{\eta + \theta(3-\beta)} - \bar{G}_{1,\varepsilon}, c\varepsilon^{\theta_1(3-\beta)} - \bar{G}_{2,\varepsilon}, c\varepsilon^{\theta_2(3-\beta)} - \bar{G}_{3,\varepsilon}, c\varepsilon^{\theta(3-\beta)} - \bar{G}_{4,\varepsilon} \right).
\]

Choose \( \theta_2 = \theta_1 \). We will apply [7, Proposition 3.5]. For this, taking into account the inequalities (4.22), (4.30), (4.25), (4.28), the following conditions must be satisfied:

(a) \( \eta + \theta(3-\beta) < \theta(5-2\beta) \),
(b) \( \theta_1(3-\beta) < \min(\theta_1(5-2\beta), \eta + \theta_1(1-\beta)1_{\beta \in [0,1]} + \theta_1(2-\beta)1_{\beta \in [1,2]}), \)
(c) \( \theta_1(3-\beta) < \min(\theta_1(5-2\beta), \theta_1 + \theta(5-2\beta), \pi(\theta, \theta_1, \beta)), \)

with \( \pi(\theta, \theta_1, \beta) \) defined in (4.29). It is easy to check that these constraints hold by choosing \( \theta, \theta_1 \) and \( \eta \) such that
\[
2\theta_1 < \eta < \theta(2-\beta), \quad 0 < \theta_1 < \theta.
\]

Hence Theorem 4.2 is proved. \( \square \)

We now apply the results just obtained, along with those obtained in Section 3, to establish lower bounds for the hitting probabilities of the solution of the system of equations given in (1.4).

**Theorem 4.3** Let \( k \in \{1, 2, 3\} \). Assume (P1), (P2) and (C1). Let \( I = [a, b] \subset [0, T] \), with \( a > 0 \), let \( K \) be a compact subset of \( \mathbb{R}^k \) and fix \( N > 0 \).

(1) Fix \( \delta > 0 \). There exists a positive constant \( c = c(I, K, N, \beta, k, d, \delta) \) such that, for any Borel set \( A \subset [-N, N]^d \),
\[
P \{ u(I \times K) \cap A \neq \emptyset \} \geq c \text{ Cap}_{d\left(1 + \frac{4d}{2-\beta}\right) + \delta - \frac{2(k+1)}{2-\beta}}(A).
\]
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(2) Fix $\delta > 0$ and $x \in K$. There exists a positive constant $c = c(I, x, N, \beta, k, d, \delta)$ such that, for any Borel set $A \subset [-N, N]^d$,

$$P \{ u(I \times \{x\}) \cap A \neq \emptyset \} \geq c \text{ Cap}_d(1 + \frac{4\delta}{2 - \beta})(A).$$

(3) Fix $\delta > 0$ and $t \in I$. There exists a positive constant $c = c(t, K, N, \beta, k, d)$ such that, for any Borel set $A \subset [-N, N]^d$,

$$P \{ u(\{t\} \times K) \cap A \neq \emptyset \} \geq c \text{ Cap}_d(1 + \frac{4\delta}{2 - \beta})(A).$$

**Proof of Theorem 4.3.** Theorems 4.1 and 4.2 show that assumptions (3.5) and (3.6) of Theorem 3.1 hold with $\rho = \delta + 3 - \beta$, where $\delta$ is an arbitrarily small positive real number. □

5 Appendix

In this section, we gather important technical results that have been used throughout the preceding sections. Except otherwise stated, we assume (C1) and (P1).

**Lemma 5.1** For $k \in \mathbb{N}^\ast$ and $\beta \in ]0, 2 \wedge k[,$, we have the following.

(a) For any $r > 0$ and $x \in \mathbb{R}^k$,

$$\|G(r, x - *)\|^2_{\mathcal{H}} = cr^{2-\beta},$$

with $c = \int_{\mathbb{R}^k} \frac{\sin^2(|w|)}{|w|^{k-\beta+2}} \; dw$.

(b) For any $T > 0$ and $r_0 \geq 0$, there is $C > 0$ such that

$$\sup_{(t, x) \in [0, T] \times \mathbb{R}^k} \left[ \int_0^{t \wedge r_0} dr \|G(t - r, x - *)\|^2_{\mathcal{H}} \right] \leq C \sup_{t \in [0, T]} \int_0^{t \wedge r_0} (t - r)^{2-\beta} dr \leq Cr_0,$$

$$\sup_{x \in \mathbb{R}^k} \left[ \int_0^{r_0} dr \|G(r, x - *)\|^2_{\mathcal{H}} \right] \leq \frac{c}{3 - \beta} r_0^{3-\beta}.$$

(c) For any $0 < s < t \leq T$ and each $\varepsilon \in ]0, s[,$,

$$\sup_{x \in \mathbb{R}^k} \left[ \int_{s-\varepsilon}^{s} dr \|G(t - r, x - *)\|^2_{\mathcal{H}} \right] \leq C \left( (t - s + \varepsilon)^{3-\beta} - (t - s)^{3-\beta} \right).$$
Proof. By its very definition (see (1.10)),

\[ \|G(r, x - \ast)\|_{H^2}^2 = \int_{\mathbb{R}^k} \sin^2(r|\xi|) |\xi|^{k-\beta+2} d\xi. \]

With the change of variable \( \xi \to r\xi \), we obtain (5.1). The remaining statements follow easily. \( \square \)

**Lemma 5.2** Let \( k \in \{1, 2, 3\} \) and let \( \{a_{i,j}(r, z; t, x), 0 \leq r \leq t, x, y \in \mathbb{R}^k, 1 \leq i, j \leq d\} \) be the stochastic process defined in (3.2). Fix \( 0 < s \leq t \leq T \). Then, for any \( \varepsilon \in ]0, s[ \), \( \chi \in \mathbb{R}^d \), and each \( p \in [1, \infty[ \),

\[ \sup_{x \in \mathbb{R}^k} E \left( \left\| \int_{s-\varepsilon}^s dr \left\| \sum_{i=1}^d \chi_i a_{i, \ast}(r, \ast; t, x) \right\|_{H^d}^2 \right\|_p \right) \leq C |\chi|^{2p} \varepsilon^p (t - s + \varepsilon)^{(5-2\beta)p}. \]

In particular, when \( s = t \),

\[ \sup_{x \in \mathbb{R}^k} E \left( \left\| \int_{s-\varepsilon}^s dr \left\| \sum_{i=1}^d \chi_i a_{i, \ast}(r, \ast; s, x) \right\|_{H^d}^2 \right\|_p \right) \leq C |\chi|^{2p} \varepsilon^{p(3-\beta)2p}. \]

**Proof.** Set

\[ T_{1,j}^t(r, \ast, t, x) = \sum_{i=1}^d \int_0^t \int_{\mathbb{R}^k} G(t - \rho, x - z) \nabla \sigma_{i,t}(u(\rho, z)) \cdot D_{r,i}^{(j)} u(\rho, z) \times M^t(d\rho, dz), \]

\[ T_{2,j}^t(r, \ast, t, x) = \int_0^t d\rho \int_{\mathbb{R}^k} dy G(t - \rho, x - z) \nabla b_i(u(\rho, z)) \cdot D_{r,i}^{(j)} u(\rho, z). \]

We will prove that, for any \( p \in [1, \infty[ \),

\[ \sup_{(t, x) \in [0,T] \times \mathbb{R}^k} E \left( \left\| \int_{s-\varepsilon}^s dr \left\| \sum_{i=1}^d \chi_i T_{1,i}^{t,\ast}(r, \ast, t, x) \right\|_{H^d}^2 \right\|_p \right) \leq C |\chi|^{2p} \varepsilon^p (t - s + \varepsilon)^{(5-2\beta)p}, \quad (5.2) \]

\[ \sup_{(t, x) \in [0,T] \times \mathbb{R}^k} E \left( \left\| \int_{s-\varepsilon}^s dr \left\| \sum_{i=1}^d \chi_i T_{2,i}^{t,\ast}(r, \ast, t, x) \right\|_{H^d}^2 \right\|_p \right) \leq C |\chi|^{2p} \varepsilon^p (t - s + \varepsilon)^{(6-\beta)p}. \quad (5.3) \]

Appealing to (3.2), the conclusion of the lemma will follow.
In order to prove (5.2), we first write
\[
E \left( \left\| \int_{s-\epsilon}^{s} \frac{d}{dt} \sum_{i=1}^{d} \chi_i T^{i} \left( r, * , t , x \right) \right\|_{\mathcal{H}^t}^{2} \right)^{p} \tag{5.4}
\]
\[
= E \left( \left\| \sum_{i=1}^{d} \int_{t-\epsilon}^{t} \int_{\mathbb{R}^k} G(t-\rho, x-z) \right. \right. \\
\times \nabla \left( \left[ \chi^{T} \sigma(u(\rho, z)) \right]_{\ell} \right) \cdot D_{r,*} u(\rho, z) \left. M^{\ell}(d\rho, dz) \right\|_{L^2([s-\epsilon, s]; \mathcal{H}^t)}^{2p} \right) \\
\leq E \left( \sum_{\ell=1}^{d} \left\| \int_{t-\epsilon}^{t} \int_{\mathbb{R}^k} G(t-\rho, x-z) \right. \right. \\
\times \nabla \left( \left[ \chi^{T} \sigma(u(\rho, z)) \right]_{\ell} \right) \cdot D_{r,*} u(\rho, z) \left. M^{\ell}(d\rho, dz) \right\|_{L^2([s-\epsilon, s]; \mathcal{H}^t)}^{2p} \right) \\
\]
and then, we apply Theorem 6.1 in [28] to the \(L^2([s-\epsilon, s]; \mathcal{H})\)-valued stochastic processes
\[
\left( \nabla \left( \left[ \chi^{T} \sigma(u(\rho, z)) \right]_{\ell} \right) \right) \cdot D_{r,*} u(\rho, z), \quad (\rho, z) \in [s-\epsilon, t] \times \mathbb{R}^k, \tag{5.5}\]
\(\ell = 1, \ldots, d\). This shows that the expression in (5.4) is bounded above by
\[
C \sum_{\ell=1}^{d} \left( \int_{s-\epsilon}^{t} d\rho \int_{\mathbb{R}^k} \mu(d\xi) |\mathcal{F}G(t-\rho)(\xi)|^{2} \right)^{p-1} \\
\times \int_{s-\epsilon}^{t} d\rho \sup_{z \in \mathbb{R}^k} E \left( \left\| \nabla \left( \left[ \chi^{T} \sigma(u(\rho, z)) \right]_{\ell} \right) \right. \right. \\
\times D_{r,*} u(\rho, z) \left. \right\|_{L^2([s-\epsilon, s]; \mathcal{H}^t)}^{2p} \right) \\
\times \int_{\mathbb{R}^k} \mu(d\xi) |\mathcal{F}G(t-\rho)(\xi)|^{2}. \tag{5.5}
\]
Following the arguments of the proof of Lemma 8.2 in [28], we can prove
\[
E \left( \left\| Du(\rho, z) \right\|_{L^2([s-\epsilon, s]; \mathcal{H}^t)}^{2} \right)^{p} \leq C \left( \int_{s-\epsilon}^{s+\rho} \int_{\mathbb{R}^k} \mu(d\xi) |\mathcal{F}G(t-\rho-*)|^{2} \right)^{p} \tag{5.6}
\]
for \(\rho \in [s-\epsilon, t]\). Moreover, (5.1) yields
\[
\int_{s-\epsilon}^{s+\rho} \int_{\mathbb{R}^k} \mu(d\xi) |\mathcal{F}G(t-\rho-*)|^{2} \right)^{p} \leq C \epsilon^{2} (\rho - s + \epsilon)^{2-\beta}. \tag{5.6}
\]
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Along with (P1) this yields,

\[
E \left( \left\| \nabla \left( \left[ \chi^T \sigma(u(\rho, z)) \right] e \right) \cdot D_x u(\rho, z) \right\|_{L^2([s-\varepsilon, s]; \mathcal{H}^d)}^{2p} \right) 
\leq C |\chi|^{2p} \sup_{(\rho, z) \in [s-\varepsilon, s] \times \mathbb{R}^k} E \left( \left\| Du(\rho, z) \right\|_{L^2([s-\varepsilon, s]; \mathcal{H}^d)}^{2p} \right) 
\leq C |\chi|^{2p} \varepsilon^p \sup_{\rho \in [s-\varepsilon, t]} (\rho - s + \varepsilon)^{(2-\beta)p} 
\leq C |\chi|^{2p} \varepsilon^p (t - s + \varepsilon)^{(2-\beta)p} .
\]

Using this estimate in (5.5) gives

\[
E \left( \left| \int_s^{t \wedge \kappa} d\rho \int_{\mathbb{R}^k} G(t - \rho, z) \nabla \left( \chi^T b(u(\rho, x - z)) \right) \cdot Du(\rho, x - z) \right|_{L^2([s-\varepsilon, s]; \mathcal{H}^d)}^{2p} \right) 
\leq C |\chi|^{2p} \varepsilon^p (t - s + \varepsilon)^{(2-\beta)p} \left( \int_s^{t \wedge \kappa} d\rho \int_{\mathbb{R}^k} \mu(d\xi) |\mathcal{F} G(t - \rho)(\xi)|^2 \right)^p .
\]

where in the last inequality, we have applied Lemma 5.1.

We now prove (5.3). For this, we write

\[
E \left( \left| \int_{s-\varepsilon}^t d\rho \int_{\mathbb{R}^k} G(t - \rho, x - z) \nabla \left( \chi^T b(u(\rho, x - z)) \right) \cdot Du(\rho, x - z) \right|_{L^2([s-\varepsilon, s]; \mathcal{H}^d)}^{2p} \right) 
\leq C |\chi|^{2p} \varepsilon^p (t - s + \varepsilon)^{(2-\beta)p} \left( \int_s^{t \wedge \kappa} d\rho \int_{\mathbb{R}^k} G(t - \rho, x - z) \nu(d\xi) \right)^{2p} .
\]

By Minkowski’s inequality, this last expression is bounded by

\[
E \left[ \left( \int_{s-\varepsilon}^t d\rho \int_{\mathbb{R}^k} G(t - \rho, x - z) \nabla \left( \chi^T b(u(\rho, z)) \right) \cdot Du(\rho, z) \right)_{L^2([s-\varepsilon, s]; \mathcal{H}^d)}^{2p} \right] .
\]

We bound this as in (5.5), and then we use (5.6) and assumption (P1) to find that

\[
E \left( \left| \int_{s-\varepsilon}^t d\rho \int_{\mathbb{R}^k} G(t - \rho, x - z) \nabla \left( \chi^T b(u(\rho, z)) \right) \cdot Du(\rho, z) \right|_{L^2([s-\varepsilon, s]; \mathcal{H}^d)}^{2p} \right) 
\leq C |\chi|^{2p} \varepsilon^p (t - s + \varepsilon)^{(2-\beta)p} \left( \int_{s-\varepsilon}^t d\rho \int_{\mathbb{R}^k} G(t - \rho, x - z) \nu(d\xi) \right)^{2p} .
\]
Since
\[ \int_{s-\varepsilon}^{t} d\rho \int_{\mathbb{R}^k} G(t - \rho, dz) = \int_{s-\varepsilon}^{t} d\rho \ (t - \rho) \leq C(t - s + \varepsilon)^2, \]
we obtain (5.3).

In the sequel, we will use several times the property
\[ \|G(r, x - *)Z(t, *)\|_{\mathcal{H}}^2 = \int_{\mathbb{R}^k \times \mathbb{R}^k} G(r, du)G(r, dv)Z(t, u)\|u - v\|^{-\beta}Z(t, v), \]
for an $L^2$-continuous process $(Z(t, x))$ such that
\[ \sup_{(t,x)\in[0,T] \times \mathbb{R}^k} E(|Z(t, x)|^2) < \infty. \]
This property is a consequence of (1.8) applied to the signed measure
\[ \varphi(dx) = Z(t, x)G(r, dx), \]
which a.s. has finite total variation (and even compact support).

**Proposition 5.3** Let $k \in \{1, 2, 3\}$, and let $Z = \{Z(t, x), (t, x) \in [0, T] \times \mathbb{R}^k\}$ be a stochastic process satisfying the following conditions:

(a) there exists $\rho \in [0, 1]$ such that, for every $p \in [1, \infty[$, there is $C < \infty$ such that for any $x, y \in \mathbb{R}^k$,
\[ \sup_{t \in [0,T]} E(|Z(t, x) - Z(t, y)|^p) \leq C|x - y|^\rho p; \]

(b) for every $p \in [1, \infty[$, there is $C < \infty$ such that
\[ \sup_{(t,x)\in[0,T] \times \mathbb{R}^k} E(|Z(t, x)|^p) \leq C. \]

Then for any $p \in [1, \infty[$, $s \in [\varepsilon, T]$ and $x, y \in \mathbb{R}^k$,
\[ E \left( \int_{0}^{\varepsilon} dr \|[G(r, x - *) - G(r, y - *)]Z(s - r, *)\|_{\mathcal{H}}^2 \right)^p \leq C \left\{ |x - y|^{2p} \varepsilon^{(3-\beta)p} + |x - y|^{(\alpha + \rho)p} \varepsilon^{3-(\alpha + \beta)p} + |x - y|^{\bar{\alpha}p} \varepsilon^{3-(\bar{\alpha} + \beta)p} \right\}, \]
with $\alpha \in ]0, ((2 \wedge k) - \beta) \wedge 1[$, $\bar{\alpha} \in ]0, (2 \wedge k) - \beta[$.
Proof. Following the ideas in the first part of the proof of Proposition 3.5 in [11] and using (5.7), we write

\[
E \left[ \left( \int_0^\varepsilon dr \|G(r, x - *) - G(r, y - *)\|_H^2 \right)^p \right] \leq C \sum_{i=1}^4 E \left( |J_1^\varepsilon(x, y)|^p \right),
\]

where, for \( i = 1, \ldots, 4, \)

\[
J_i^\varepsilon(x, y) = \int_0^\varepsilon dr \int_{\mathbb{R}^k} \int_{\mathbb{R}^k} G(r, du)G(r, dv) h_i(\varepsilon, r, x, y, u, v)
\]

with

\begin{align*}
h_1(\varepsilon, r, x, y, u, v) &= f(y - x + v - u)(Z(s - r, x - u) - Z(s - r, y - u)) \\
&\quad \times (Z(s - r, x - v) - Z(s - r, y - v)), \\
h_2(\varepsilon, r, x, y, u, v) &= Df(v - u, x - y)Z(s - r, x - u) \\
&\quad \times (Z(s - r, x - v) - Z(s - r, y - v)), \\
h_3(\varepsilon, r, x, y, u, v) &= Df(v - u, y - x)Z(s - r, y - v) \\
&\quad \times (Z(s - r, x - u) - Z(s - r, y - u)), \\
h_4(\varepsilon, r, x, y, u, v) &= -D^2f(v - u, x - y)Z(s - r, y - u)Z(s - r, x - v).
\end{align*}

In these expressions, \( f(x) = |x|^{-\beta}, \beta \in ]0, 2 \wedge k[ \) and

\begin{align*}
Df(u, x) &= f(u + x) - f(u), \\
D^2f(u, x) &= f(u - x) - 2f(u) + f(u + x).
\end{align*}

For \( k \in \{1, 2, 3\}, G(r, du) \geq 0. \) Then, from H"older's inequality, the properties of \( Z, (5.7) \) and (5.1),

\[
E \left( |J_1^\varepsilon(x, y)|^p \right) \leq \sup_{t \in [0, T]} \left\{ E \left( |Z(t, x) - Z(t, y)|^{2p} \right) \right\} \\
\times \left( \int_0^\varepsilon dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(r, du)G(r, dv) f(y - x + v - u) \right)^p \\
\leq C|x - y|^{2p} \left( \int_0^\varepsilon dr \|G(r, u)\|_H^2 \right)^p \\
\leq C|x - y|^{2p \varepsilon (3-\beta)p}.
\]

Set

\[
\mu_2(x, y) = \int_0^\varepsilon dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(r, du)G(r, dv) |Df(v - u, x - y)|
\]

(5.9)
The variant of Lemma 6.1 in [11] given in Lemma 5.4 below shows that
\[ \mu_2(x, y) \leq C|x - y|^\alpha \varepsilon^{3-\alpha-\beta}, \]
for any \( \alpha \in \mathbb{R}_+ \). Thus, Hölder’s inequality along with the assumptions on the process \( Z \) yield
\[ E(\{J^2(x, y)\}^p) \leq C(\mu_2(x, y))^p|x - y|^\rho p \]
\[ \leq C|x - y|^{(\alpha + \rho)p \varepsilon^{3-\alpha-\beta}}. \tag{5.10} \]
The same upper bound holds for \( E(\{J^3(x, y)\}^p) \).

For the analysis of the remaining term, we consider
\[ \mu_4(x, y) = \int_0^\varepsilon dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(r, du)G(r, dv) |D^2 f(v - u, x - y)|. \tag{5.11} \]
By applying the modified version of Lemma 6.2 in [11] given in Lemma 5.5 below, we obtain
\[ E(\{J^4(x, y)\}^p) \leq C (\mu_4(x, y))^p \sup_{(t, x) \in [0, T] \times \mathbb{R}^k} E(\{|Z(t, x)|^{2p}\}) \]
\[ \leq |x - y|^{\alpha \varepsilon^{3-\alpha-\beta}}. \tag{5.12} \]
for \( \alpha \in \mathbb{R}_+ \).

With (5.8), (5.10) and (5.12) we finish the proof of Proposition 5.3. \( \square \)

The two lemmas below were used in the proof of Proposition 5.3.

**Lemma 5.4** Let \( \mu_2(x, y) \) be defined by (5.9). For any \( \alpha \in \mathbb{R}_+ \), there is \( C > 0 \) such that for all \( x, y \in \mathbb{R}^k \),
\[ \mu_2(x, y) \leq C|x - y|^\alpha \varepsilon^{3-\alpha-\beta}. \]

**Proof.** In comparison with [11, Lemma 6.1], this result quantifies the dependence of \( \mu_2(x, y) \) on the domain of integration in time, it is about the fundamental solution \( G \) of the wave equation instead of the regularisation \( G_n \), and the function \( f \) does not include a smooth factor \( \varphi \). The proofs of both lemmas are very similar. We give the main lines.

Appealing to Lemma 2.6(a) of [11] with \( d := k, b := \alpha, a := k - (\alpha + \beta), u := v - u, c := |x - y|, x := \frac{x - y}{|x - y|} \), we obtain, after using (5.7),
\[ \mu_2(x, y) \leq |x - y|^\alpha \int_0^\varepsilon dr \int_{\mathbb{R}^k} d\xi |\mathcal{F} G(r)(\xi)|^2 |\xi|^{-(k - (\alpha + \beta))}. \]
For \( \alpha + \beta \in \mathbb{R}_+ \), and up to a positive constant, the last integral is bounded by \( \varepsilon^{3-\alpha-\beta} \) (see Lemma 5.1). This finishes the proof. \( \square \)
Lemma 5.5 Let $\mu_4(x, y)$ be defined by (5.11). For each $\alpha \in ]0, (2 \wedge k) - \beta[,$ there is a positive constant $C$ such that for all $x, y \in \mathbb{R}^k$

$$\mu_4(x, y) \leq C |x - y|^\alpha \epsilon_3^{3-(\alpha+\beta)}.$$ 

Proof. The same differences mentioned in the proof of Lemma 5.4 apply here when comparing this statement with Lemma 6.2 in [11].

By applying Lemma 2.6(c) of [11] with $d := k, b := \alpha, a := k - (\alpha + \beta),$ $\alpha + \beta \in ]0, 2 \wedge k[, u := v - u, x := x - y$ yield

$$\mu_4(x, y) \leq |x - y|^\alpha \times \left( \sup_{x, y, w} \int_0^\epsilon dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(r, du)G(r, dv) | y - x | w + u - v |^{-(\alpha+\beta)} \right)$$

$$\times \int_{\mathbb{R}^k} dw \left| D^2 \left( | \cdot |^{-(k-\alpha)} \right) (w, e) \right|,$$

where $e$ denotes a unitary vector of $\mathbb{R}^k$.

By Lemma 5.1, Lemma 2.6(d) of [11], (5.7) and (5.1), the last expression is bounded by $|x - y|^\alpha \epsilon_3^{3-(\alpha+\beta)}$. □

Proposition 5.6 Let $k \in \{1, 2, 3\}$ and let $Z = \{Z(t, x), (t, x) \in [0, T] \times \mathbb{R}^k\}$ be a stochastic process satisfying the assumptions of Proposition 5.3. Then for any $p \in [1, \infty[,$ there exists a constant $C > 0$ such that for all $0 \leq s < t \leq T$
and \( \varepsilon \in ]0, s[ \),

\[
E \left( \int_{s-\varepsilon}^{s} dr \left\lVert [G(t-r, x-\ast) - G(s-r, x-\ast)] Z(r, \ast) \right\rVert_{\mathcal{H}}^{2} \right)^{p} \leq C \left\{ \varepsilon \left( \frac{1-\beta}{2} \right)^{p} + t - s \right\}^{2p} + \varepsilon \left[ \int_{s-\varepsilon}^{s} dr \left\lVert [G(t-r, x-\ast) - G(s-r, x-\ast)] Z(r, \ast) \right\rVert_{\mathcal{H}}^{2} \right]^{p} + 1, \beta \in ]0, 1[ \]

where \( \alpha_i \in ]0, 1[, i = 1, 2, 3 \) and \( \alpha_1 \in ]0, (2 \wedge k) - \beta[, \alpha_2 \in ]0, 2 - \beta[, \alpha_3 \in ]0, (2 \wedge k) - \beta[, \alpha_4 \in ]0, (2 \wedge k) - \beta[ \).

**Proof.** We follow the scheme of the proof of Theorem 3.8 in [11] (see in particular the analysis of the term \( T_2^m(t, \tilde{t}, x) \) in that Theorem) with suitable modifications of the lemmas applied in that proof (see Lemmas 5.7, 5.8, 5.9 below). According to (5.7) and the arguments of [11], page 28, we write

\[
E \left( \int_{s-\varepsilon}^{s} dr \left\lVert [G(t-r, x-\ast) - G(s-r, x-\ast)] Z(r, \ast) \right\rVert_{\mathcal{H}}^{2} \right)^{p} \leq C \sum_{i=1}^{4} E \left( |R_i^\varepsilon(s, t, x)|^{p} \right)
\]

where

\[
R_i^\varepsilon(s, t, x) = \int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^{k}} \int_{\mathbb{R}^{k}} G(s-r, du)G(s-r, dv)r_i(s, t, r, x, u, v),
\]
and

\[
r_1(s,t,r,x,u,v) = f\left( \frac{t-r}{s-r}v - u \right) \frac{t-r}{s-r}
\times \left[ Z\left( r, x - \frac{t-r}{s-r}u \right) - Z(r,x-u) \right]
\times \left[ Z\left( r, x - \frac{t-r}{s-r}v \right) - Z(r,x-v) \right],
\]

\[
r_2(s,t,r,x,u,v) = \left[ \left( \frac{t-r}{s-r} \right)^2 f\left( \frac{t-r}{s-r}(v-u) \right) - \frac{t-r}{s-r}f\left( \frac{t-r}{s-r}v - u \right) \right]
\times Z\left( s, x - \frac{t-r}{s-r}u \right) \left[ Z\left( r, x - \frac{t-r}{s-r}v \right) - Z(r,x-v) \right],
\]

\[
r_3(s,t,r,x,u,v) = \left[ \left( \frac{t-r}{s-r} \right)^2 f\left( \frac{t-r}{s-r}(v-u) \right) - \frac{t-r}{s-r}f\left( \frac{t-r}{s-r}v - u \right) \right]
\times Z(r,x-v) \left( Z\left( r, x - \frac{t-r}{s-r}u \right) - Z(r,x-u) \right),
\]

\[
r_4(s,t,r,x,u,v) = \left[ \left( \frac{t-r}{s-r} \right)^2 f\left( \frac{t-r}{s-r}(v-u) \right) - \frac{t-r}{s-r}f\left( \frac{t-r}{s-r}v - u \right) \right]
\times Z(r,x-u)Z(r,x-v),
\]

and \( f(x) = |x|^{-\beta}, \beta \in \mathbb{R} \cap [0, 2] \). 

Set

\[
\nu_1(s,t,\varepsilon) = \int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s-r, du)G(s-r, dv) f\left( \frac{t-r}{s-r}v - u \right) \frac{t-r}{s-r}.
\]

By Lemma 5.7 below, we can apply first Hölder’s inequality and then the Cauchy-Schwarz inequality to obtain

\[
E \left( |R_1^s(s,t,x)|^p \right) \leq \left( \nu_1(s,t,\varepsilon) \right)^{p-1}
\times \int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s-r, du)G(s-r, dv) f\left( \frac{t-r}{s-r}v - u \right) \frac{t-r}{s-r}
\times \left( E \left( \left| Z\left( r, x - \frac{t-r}{s-r}u \right) - Z(r,x-u) \right|^{2p} \right) \right)^{\frac{1}{2}}
\times \left( E \left( \left| Z\left( r, x - \frac{t-r}{s-r}v \right) - Z(r,x-v) \right|^{2p} \right) \right)^{\frac{1}{2}}.
\]
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By the assumptions on the process $Z$, the product of the last two factors is bounded by
\[
\left| \frac{t - s}{s - r} \right| |u|^{pp} |v|^{pp},
\]
and for $|u| \leq s - r$, $|v| \leq s - r$, this is bounded by $|t - s|^{2pp}$. Consequently, by applying Lemma 5.7, we obtain
\[
E \left( \left| R^\varepsilon_1(s, t, x) \right|^p \right) \leq C \epsilon \left[ 3 - \beta \right]^{2pp} |t - s|^{2pp} (t - s + \epsilon)^{3 - \beta} - (t - s)^{3 - \beta} \frac{1}{2}^{\frac{1}{2}}
\]
\[
\leq C \epsilon \left[ \frac{4 - \beta}{2} \right]^{2pp} |t - s|^2 |t + \epsilon|^{\frac{2 - \beta}{2}}^{p}.
\] (5.14)

Set
\[
\nu_2(s, t, \varepsilon) = \int_{s-\varepsilon}^s dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s - r, du) G(s - r, dv)
\]
\[
\times \left[ \left( \frac{t - r}{s - r} \right)^2 \left( \frac{t - r}{s - r} (v - u) \right) - \left( \frac{t - r}{s - r} (v - u) \right) \right].
\]

By applying Lemma 5.8, Hölder’s inequality, the Cauchy-Schwarz inequality and the properties of $Z$, we have
\[
E \left( \left| R^\varepsilon_2(s, t, x) \right|^p \right) \leq C |t - s|^{pp} (\nu_2(s, t, \varepsilon))^p
\]
\[
\leq C |t - s|^{pp}
\]
\[
\times \left[ \epsilon |t - s||t - s + \epsilon|^{1 - \beta} 1_{\beta \in [0, 1]} + \epsilon |t - s|^{2 - \beta} 1_{\beta \in [1, 2]}
\]
\[
+ \epsilon |t - s|^{\alpha} |t - s + \epsilon|^{2 - (\alpha + \beta)}
\]
\[
+ \epsilon^{2 - \frac{\alpha + \beta}{2}} |t - s|^{\alpha} |t - s + \epsilon|^{1 - \frac{\alpha + \beta}{2}} \right]^p,
\] (5.15)

for any $\alpha \in ]0, 1[$ such that $\alpha + \beta \in ]0, 2 \wedge k[$. The same result holds for $E \left( \left| R^\varepsilon_3(s, t, x) \right|^p \right)$.

For the study of the term $R^\varepsilon_3(s, t, x)$, we use the same approach as for the preceding terms. We define
\[
\nu_3(s, t, \varepsilon) = \int_{s-\varepsilon}^s dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s - r, du) G(s - r, dv)
\]
\[
\times \left[ \left( \frac{t - r}{s - r} \right)^2 \left( \frac{t - r}{s - r} (v - u) \right) - \left( \frac{t - r}{s - r} (v - u) \right) \right] - \left( \frac{t - r}{s - r} (v - u) \right) + f(v - u) \right].
\]

Then, using Lemma 5.9 and the hypotheses on $Z$, we have the following.
If \( k \in \{2, 3\} \) and \( \beta \in [1, 2[, \)

\[
E (|R_1^k(s, t, x)|^p) \leq C \left[ \varepsilon |t - s|^{2 - \beta} + \varepsilon |t - s|^\alpha |t - s + \varepsilon|^{2 - (\alpha + \beta)} + \varepsilon^{2 - \beta} |t - s| \right.
\]
\[
+ |t - s|^\alpha \left[ \varepsilon^{2 - (\alpha + \beta)} |t - s + \varepsilon| + \varepsilon^{2 - \frac{\alpha + \beta}{2}} |t - s + \varepsilon|^{1 - \frac{\alpha + \beta}{2}} \right] \left. \right]_p, \quad (5.16)
\]

for any \( \alpha \in ]0, 1[ \) with \( \alpha + \beta \in ]0, 2[ \).

If \( k \in \{1, 2, 3\} \) and \( \beta \in ]0, 1[, \) then

\[
E (|R_1^k(s, t, x)|^p) \leq C \left[ \varepsilon^{2 - \beta} |t - s|^2 \right.
\]
\[
+ |t - s|^\alpha \left[ \varepsilon^{2 - (\alpha + \beta)} |t - s + \varepsilon|^{2 - (\alpha + \beta)} \right. \left. \right]
\]
\[
+ \varepsilon^{1 - \frac{\alpha + \beta}{2}} |t - s + \varepsilon|^{1 - \frac{\alpha + \beta}{2}} + \varepsilon^{1 - \alpha - \beta} |t - s + \varepsilon| \left. \right]
\]
\[
+ |t - s|^\alpha \left[ \varepsilon^{2 - (\alpha + \beta)} |t - s + \varepsilon| + \varepsilon^{2 - \frac{\alpha + \beta}{2}} |t - s + \varepsilon|^{1 - \frac{\alpha + \beta}{2}} \right. \left. \right]
\]
\[
+ \varepsilon^{2} |t - s + \varepsilon|^{1 - (\alpha + \beta)} \left. \right]_p, \quad (5.17)
\]

for any \( \alpha \in ]0, (k - \beta) \wedge 1[ \) and \( \bar{\alpha} \in ]0, (2 \wedge k) - \beta[. \)

The estimates (5.14), (5.15), (5.16) and (5.17) give (5.13). \( \square \)

The three lemmas below were used in the proof of Proposition 5.6.

**Lemma 5.7** For any \( 0 \leq s < t \leq T, \varepsilon \in ]0, s[, \) set

\[
\nu_1(s, t, \varepsilon) = \int_{s-\varepsilon}^s dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s - r, du) G(s - r, dv) f \left( \frac{t - r}{s - r} \right) \frac{t - r}{s - r}.
\]

There exists a constant \( C > 0 \) such that

\[
\nu_1(s, t, \varepsilon) \leq C \varepsilon^{\frac{3 - \beta}{r}} \left( (t - s + \varepsilon)^{3 - \beta} - (t - s)^{3 - \beta} \right)^{\frac{1}{2}}.
\]

**Proof.** We follow the proof of Lemma 6.3 in [11]. Consider the change of variable \( v \mapsto \frac{t - r}{s - r} v, \) which maps \( G(s - r, \cdot) \) into \( \frac{s - r}{t - r} G(t - r, \cdot). \) Hence

\[
\nu_1(s, t, \varepsilon) = \int_{s-\varepsilon}^s dr \int_{\mathbb{R}^k} G(s - r, du) \int_{\mathbb{R}^k} G(t - r, dv) f(u - v).
\]
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Using (5.7), Schwarz’s inequality yields
\[
\nu_1(s, t, \varepsilon) = \left( \int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k} d\xi \left| \frac{\mathcal{F}G(s-r)(\xi)}{||\mathcal{F}G(t-r)(\xi)||} \right|^2 \right)^{\frac{1}{2}} \left( \int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k} d\xi \left| \frac{\mathcal{F}G(t-r)(\xi)}{||\mathcal{F}G((t-\varepsilon)(\xi)||} \right|^2 \right)^{\frac{1}{2}}.
\]

According to Lemma 5.1,
\[
\int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k} d\xi \left| \frac{\mathcal{F}G(s-r)(\xi)}{||\mathcal{F}G((t-\varepsilon)(\xi)||} \right|^2 = \int_{0}^{\varepsilon} dr \|G(r, \cdot)||^2_{H} \leq C \varepsilon^{3-\beta}.
\]
and
\[
\int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k} d\xi \left| \frac{\mathcal{F}G(t-r)(\xi)}{||\mathcal{F}G((t-\varepsilon)(\xi)||} \right|^2 = \int_{s-\varepsilon}^{s} dr \|G(t-r, \cdot)||^2_{H} \leq C \left( (t-s+\varepsilon)^{3-\beta} - (t-s)^{3-\beta} \right),
\]
which proves the lemma. \(\Box\)

**Lemma 5.8** For any \(0 \leq s < t \leq T\) and \(\varepsilon \in ]0, s[\), let
\[
\nu_2(s, t, \varepsilon) = \int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s-r, du)G(s-r, dv)\left( \frac{t-r}{s-r} + \varepsilon \right) f \left( \frac{t-r}{s-r} (v-u) \right) - \frac{t-r}{s-r} f \left( \frac{t-r}{s-r} (v-u) \right).
\]

Then, for any \(\alpha \in ]0, 1[\) such that \(\alpha + \beta \in ]0, 2 \land k[\),
\[
\nu_2(s, t, \varepsilon) \leq C [\varepsilon |t-s||t-s+\varepsilon|^{1-\beta}1_{\beta \in ]0, 1[} + \varepsilon |t-s|^{2-\beta}1_{\beta \in ]1, 2[} + \varepsilon |t-s|\alpha |t-s+\varepsilon|^{2-(\alpha+\beta)} + \varepsilon^{2-\frac{\alpha+\beta}{2}} |t-s|^{\alpha} |t-s+\varepsilon|^{1-\frac{\alpha+\beta}{2}}].
\]

**Proof.** We follow the scheme of the proof of Lemma 6.4 in [11]. Let \(\nu_2'(s, t, \varepsilon)\) and \(\nu_2''(s, t, \varepsilon)\) be defined in the same way as \(\nu_2(s, t, \varepsilon)\) but with the expression in absolute values replaced by
\[
\left| \left( \frac{t-r}{s-r} \right)^2 - \frac{t-r}{s-r} f \left( \frac{t-r}{s-r} (v-u) \right) \right|,
\]
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By the Intermediate Value Theorem,
respectively.

Let $\alpha > \nu$ as in the proof of [11, Lemma 6.4] (see the analysis of the terms denoted by $\nu_2$). Next, we establish upper bounds for the integral above. For this, we proceed as in the proof of [11, Lemma 2.6(a)] and [11, Lemma 6.4] (see the analysis of the terms denoted by $\nu_2$).

The change of variables $(u, v) \mapsto \frac{t-r}{s-r}(u, v)$, (5.7) and (5.1) yield

$\nu_2^1(s, t, \varepsilon) = \left| t - s \right| \int_{s-\varepsilon}^{s} \frac{dr}{t-r} \int_{\mathbb{R}^k} G(t-r, du) G(t-r, dv) f(v-u) \leq C \left| t - s \right| \int_{s-\varepsilon}^{s} \frac{dr}{t-r} \left| t-r \right|^{2-\beta} \leq C \left| t - s \right| \left( (t-s+\varepsilon)^{2-\beta} - (t-s)^{2-\beta} \right).

By the Intermediate Value Theorem,

\[ (t-s+\varepsilon)^{2-\beta} - (t-s)^{2-\beta} \leq \begin{cases} C\varepsilon(t-s+\varepsilon)^{-\beta}, & \text{if } \beta < 1, \\ C\varepsilon(t-s)^{-\beta}, & \text{if } \beta \geq 1. \end{cases} \]  

(5.18)

Thus,

$\nu_2^1(s, t, \varepsilon) \leq C \left[ \varepsilon \left| t - s \right| t-s+\varepsilon \right]^{1-\beta} \varepsilon^{1-\beta} 1_{\beta \in [0,1]} + \varepsilon \left| t - s \right|^{2-\beta} 1_{\beta \in [1,2]} \varepsilon^{1-\beta} 1_{\beta \in [0,1]}.

(5.19)

Consider the change of variables $(u, v) \mapsto (u, \frac{t-r}{s-r} v)$. Then

$\nu_2^2(s, t, \varepsilon) = \int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k} G(s-r, du) G(t-r, dv) \left| Df \left( v-u, -\frac{t-s}{s-r} u \right) \right|.

Let $\alpha > 0$ be such that $\alpha + \beta \in [0, 2 \wedge k]$. We write $f(u) = \kappa_{\beta}(u) = |u|^{-\beta}, \beta \in [0, 2 \wedge k]$. By applying [11, Lemma 2.6(a)] with $d := k$ and $b := \alpha$, $a := k - (\alpha + \beta)$, $c := t-s$, $u := v-u$, $x := -\frac{u}{s-r}$, we obtain

$\nu_2^2(s, t, \varepsilon) \leq C \left| t - s \right|^{-\beta} \int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k} G(s-r, du) G(t-r, dv) D \kappa_{k-a} \left( w, -\frac{u}{s-r} \right).

(5.20)

Next, we establish upper bounds for the integral above. For this, we proceed as in the proof of [11, Lemma 6.4] (see the analysis of the terms denoted by $\nu_2^2, \nu_2^2$). We consider first the domain $|w| \leq 3$, in which we split the absolute value in (5.20) into two separate terms. Following the calculations just mentioned.
in the proof of [11, Lemma 6.4] and using (5.7), we find that
\[
\int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s-r, du)G(t-r, dv) \\
\times \int_{|w| \leq 3} dw \kappa_{\alpha+\beta}((t-s)w - (v-u))\kappa_{k-\alpha} \left( \frac{u}{s-r} - w \right) \\
\leq \left( \int_{|w| \leq 4} \frac{dw}{|w|^{k-\alpha}} \right) \int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k} d\xi \frac{\mathcal{F}G(t-r)(\xi)}{|\xi|^{k-(\alpha+\beta)}}.
\]

We are assuming \( \alpha + \beta \in \]0, 2 \& k[. Applying Lemma 5.1 with \( \beta := \alpha + \beta \), we see that this last expression is bounded by
\[
C \left( \int_{|w| \leq 4} \frac{dw}{|w|^{k-\alpha}} \right) \left[ (t-s+\varepsilon)^{3-(\alpha+\beta)} - (t-s)^{3-(\alpha+\beta)} \right] \\
\leq C \varepsilon (t-s+\varepsilon)^{2-(\alpha+\beta)}.
\]

Similarly,
\[
\int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s-r, du)G(t-r, dv) \\
\times \int_{|w| \leq 4} dw \kappa_{\alpha+\beta}((t-s)w - (v-u))\kappa_{k-\alpha} (w) \\
\leq \left( \int_{|w| \leq 4} \frac{dw}{|w|^{k-\alpha}} \right) \int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k} d\xi \frac{|\mathcal{F}G(s-r)(\xi)||\mathcal{F}G(t-r)(\xi)|}{|\xi|^{k-(\alpha+\beta)}}. \tag{5.21}
\]

By applying the Cauchy-Schwarz inequality to the \( d\xi \)-integral, and using Lemma 5.1, we find that
\[
\int_{\mathbb{R}^k} d\xi \frac{|\mathcal{F}G(s-r)(\xi)||\mathcal{F}G(t-r)(\xi)|}{|\xi|^{k-(\alpha+\beta)}} \leq C (s-r)^{1-\frac{\alpha+\beta}{2}} (t-r)^{1-\frac{\alpha+\beta}{2}}. \tag{5.22}
\]

Hence (5.21) is bounded by
\[
C \left( \int_{|w| \leq 4} \frac{dw}{|w|^{k-\alpha}} \right) \int_{s-\varepsilon}^{s} dr (s-r)^{1-\frac{\alpha+\beta}{2}} (t-r)^{1-\frac{\alpha+\beta}{2}} \\
\leq C \left( \int_{|w| \leq 4} \frac{dw}{|w|^{k-\alpha}} \right) \left( \varepsilon^{2-\frac{\alpha+\beta}{2}} (t-s+\varepsilon)^{1-\frac{\alpha+\beta}{2}} \right).
\]

In order to finish the estimate of \( \nu_2^2(s, t, \varepsilon) \), we consider now the domain \( |w| > 3 \) (see [11], page 59). For this, we apply the inequality
\[
\left| \mathcal{D}^{k-\alpha}(w, -\frac{u}{s-r}) \right| \leq C \int_{0}^{1} d\lambda \kappa_{k+1-\alpha} \left( w - \lambda \frac{u}{s-r} \right), \tag{5.23}
\]
which yields, using (5.7),
\[
\int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s-r, du)G(t-r, dv) \\
\times \int_{|w|>3} dw \kappa_{\alpha+\beta}((t-s)w - (v-u)) \left| D\kappa_{k-\alpha} \left( \frac{w}{s-r} \right) \right| \leq C \left( \int_{|w|>3} \frac{dw}{|w|^{k+1-\alpha}} \right) \int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k} d\xi \left| \mathcal{F}G(s-r)(\xi) \right| \left| \mathcal{F}G(t-r)(\xi) \right|. 
\]
By (5.22), this is bounded above by
\[
C \left( \int_{|w|>3} \frac{dw}{|w|^{k+1-\alpha}} \right) \varepsilon^{2-\frac{\alpha+\beta}{2}} (t-s + \varepsilon)^{1-\frac{\alpha+\beta}{2}}. \tag{5.24}
\]
Since \( \alpha \in [0,1] \) by hypothesis, the \( dw \)-integral is finite. We have thus established that
\[
\nu_2(s,t,\varepsilon) \leq C|t-s|^\alpha \left\{ \varepsilon|t-s+\varepsilon|^{2-(\alpha+\beta)} + \varepsilon^{2-\frac{\alpha+\beta}{2}}(t-s+\varepsilon)^{1-\frac{\alpha+\beta}{2}} \right\}. \tag{5.25}
\]
With (5.19) and (5.25), the lemma is proved. \( \square \)

**Lemma 5.9** For any \( 0 \leq s < t \leq T \) and every \( 0 \leq \varepsilon < s \), let
\[
\nu_3(s,t,\varepsilon) = \int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k} \int_{\mathbb{R}^k} G(s-r, du)G(s-r, dv) \\
\times \left[ \left( \frac{t-r}{s-r} \right)^2 f \left( \frac{t-r}{s-r} (v-u) \right) - \frac{t-r}{s-r} f \left( \frac{t-r}{s-r} v - u \right) \\
- \frac{t-r}{s-r} f \left( v - \frac{t-r}{s-r} u \right) + f(v-u) \right].
\]
We have the following.

1. For \( k \in \{2,3\} \) and \( \beta \in [1,2] \),
\[
\nu_3(s,t,\varepsilon) \leq C \left[ \varepsilon|t-s|^{2-\beta} + \varepsilon|t-s|^\alpha|t-s+\varepsilon|^{2-(\alpha+\beta)} + \varepsilon^{2-\beta}|t-s| \\
+|t-s|^\alpha \left| \varepsilon^{2-(\alpha+\beta)}|t-s+\varepsilon| + \varepsilon^{2-\frac{\alpha+\beta}{2}}|t-s+\varepsilon|^{1-\frac{\alpha+\beta}{2}} \right| \right],
\]
for any \( \alpha \in [0,1] \) such that \( \alpha + \beta \in [0,2] \).

2. For \( k \in \{1,2,3\} \) and \( \beta \in [0,1] \), then
\[
\nu_3(s,t,\varepsilon) \leq C \left[ \varepsilon^{1-\beta}|t-s|^2 \\
+|t-s|^{1+\alpha} \left( \left( (t-s+\varepsilon)^{2-(\alpha+\beta)} - (t-s)^{2-(\alpha+\beta)} \right) \\
+ \varepsilon^{1-\frac{\alpha+\beta}{2}}|t-s+\varepsilon|^{1-\frac{\alpha+\beta}{2}} + \varepsilon^{1-\alpha-\beta}|t-s+\varepsilon| \\
+ |t-s|^{\alpha} \left( \varepsilon^{2-(\bar{\alpha}+\beta)}|t-s+\varepsilon| + \varepsilon^{2-\frac{\alpha+\beta}{2}}|t-s+\varepsilon|^{1-\frac{\alpha+\beta}{2}} \\
+ \varepsilon^2|t-s+\varepsilon|^{1-(\bar{\alpha}+\beta)} \right) \right],
\]
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for any $\alpha \in ]0, (2 \wedge k) - \beta[ \wedge 1[ \text { and } \bar{\alpha} \in ]0, (2 \wedge k) - \beta[.$

**Proof.** We will follow the approach of [11, Lemma 6.5].

**Case 1:** $k \in \{2, 3\}$ and $\beta \in [1, 2[.$ Set

$$
\Delta^1 f(r, s, t, u, v) = \left| \left( \frac{t-r}{s-r} \right)^2 f \left( \frac{t-r}{s-r}(v-u) \right) - \frac{t-r}{s-r} f \left( \frac{t-r}{s-r} v - u \right) \right|,
$$

$$
\Delta^2 f(r, s, t, u, v) = \left| 1 - \frac{t-r}{s-r} \right| f(v-u),
$$

$$
\Delta^3 f(r, s, t, u, v) = \frac{t-r}{s-r} \left[ f(v-u) - f \left( v - \frac{t-r}{s-r} u \right) \right].
$$

We consider the bound

$$
\nu_3(s, t, \varepsilon) \leq \nu_3^1(s, t, \varepsilon) + \nu_3^2(s, t, \varepsilon) + \nu_3^3(s, t, \varepsilon),
$$

where each $\nu_3^i(s, t, \varepsilon)$, $i = 1, 2, 3$, is defined in the same way as $\nu_3(s, t, \varepsilon)$ with

$$
\Delta f = \left( \frac{t-r}{s-r} \right)^2 f \left( \frac{t-r}{s-r}(v-u) \right) - \frac{t-r}{s-r} f \left( \frac{t-r}{s-r} v - u \right)
$$

$$
- \frac{t-r}{s-r} f \left( v - \frac{t-r}{s-r} u \right) + f(v-u)
$$

replaced by $\Delta^i f(r, s, t, u, v)$, $i = 1, 2, 3$, respectively.

Notice that $\nu_3^1(s, t, \varepsilon)$ coincides with $\nu_2(s, t, \varepsilon)$ in Lemma 5.8, and we are assuming $\beta \in [1, 2[.$ Hence

$$
\nu_3^1(s, t, \varepsilon) \leq C \left[ \varepsilon |t-s|^{2-\beta} + \varepsilon |t-s|^\alpha |t-s + \varepsilon|^{2-(\alpha+\beta)}
$$

$$
+ \varepsilon^{2-\frac{\alpha+\beta}{2}} |t-s|^\alpha |t-s + \varepsilon|^{1-\frac{\alpha+\beta}{2}} \right],
$$

for any $\beta \in [1, 2[ \text { and } \alpha \in ]0, (2 - \beta) \wedge 1[.$

By the definition of $\Delta^2 f(r, s, t, u, v)$, using (5.7), we have

$$
\nu_3^2(s, t, \varepsilon) \leq C |t-s| \int_{s-\varepsilon}^{s} \frac{dr}{s-r} \int_{R^k} d\xi \left| \mathcal{F}G(s-r)(\xi) \right|^2
$$

$$
= C |t-s| \int_{s-\varepsilon}^{s} dr(s-r)^{1-\beta}
$$

$$
= C \varepsilon^{2-\beta} |t-s|.
$$
Consider the change of variables \((u,v) \mapsto \left(\frac{t-r}{s-r} u, v\right)\). Then
\[
\nu_3^3(s,t,\varepsilon) = \int_{s-\varepsilon}^s dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(t-r, du) G(s-r, dv) \times \left| Df\left(v - u, \frac{t-s}{t-r} u\right)\right|.
\]

This term is similar to \(\nu_2^3(s,t,\varepsilon)\) in the proof of Lemma 5.8, with the roles of \(s\) and \(t\) exchanged. Thus, we will carry out similar calculations. For the sake of completeness, we give the details.

Let \(\alpha > 0\) be such that \(\alpha + \beta \in ]0,2[\). By applying [11, Lemma 2.6(a)] with \(d := k, b := \alpha, a := k - (\alpha + \beta), c := t-s, u := v-u, x := \frac{u}{t-r}\), we obtain
\[
\nu_3^3(s,t,\varepsilon) = |t-s|^{\alpha} \int_{s-\varepsilon}^s dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(t-r, du) G(s-r, dv) \times \int_{\mathbb{R}^k} dw \kappa_{\alpha+\beta}((t-s)w - (v-u)) \left| D\kappa_{k-\alpha}(w, \frac{u}{t-r})\right|.
\]

We proceed as in the estimate of \(\nu_2^3(s,t,\varepsilon)\) (see (5.20)); however, note that the positions of the variables \(s\) and \(t\) are slightly different, and the bound that we will obtain is also different. We consider separately the domains \(|w| \leq 3\) and \(|w| > 3\). Consider the change of variables \(w \mapsto w + \frac{u}{t-r}, u \mapsto \frac{u}{t-r} u\). Then, using (5.7),
\[
\int_{s-\varepsilon}^s dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(t-r, du) G(s-r, dv) \times \int_{|w| \leq 3} dw \kappa_{\alpha+\beta}((t-s)w - (v-u)) \kappa_{k-\alpha}(w + \frac{u}{t-r}) \\
\leq C \left(\int_{|w| \leq 4} \frac{dw}{|w|^{k-\alpha}}\right) \int_{s-\varepsilon}^s dr \frac{t-r}{s-r} \int_{\mathbb{R}^k} d\xi \left| F G(s-r)(\xi)\right|^2 \left| \xi^{k-(\alpha+\beta)}\right| \\
\leq C \int_{s-\varepsilon}^s dr(t-r)(s-r)^{1-(\alpha+\beta)} \\
\leq C \varepsilon^{2-(\alpha+\beta)} |t-s + \varepsilon|,
\]
with any \(\alpha > 0\) such that \(\alpha + \beta \in ]0,2[\) (we have used Lemma 5.1).

By applying (5.21) and (5.22), we see that
\[
\int_{s-\varepsilon}^s dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(t-r, du) G(s-r, dv) \times \int_{|w| \leq 4} dw \kappa_{\alpha+\beta}((t-s)w - (v-u)) \kappa_{k-\alpha}(w) \\
\leq C \varepsilon^{2-\frac{\alpha+\beta}{2}} |t-s + \varepsilon|^{1-\frac{\alpha+\beta}{2}},
\]

65
for any $\alpha > 0$ with $\alpha + \beta \in ]0,2[. \text{ Thus, for } \alpha \text{ and } \beta \text{ satisfying these conditions,}

\[
\int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(t-r,du)G(s-r,dv) \times \int_{|w|\leq 3} dw \kappa_{\alpha+\beta}((t-s)w-(v-u)) \left| D^{k-\alpha}(w,\frac{u}{t-r}) \right| \\
\leq C \left[ \varepsilon^{2-(\alpha+\beta)}|t-s+\varepsilon| + \varepsilon^{2-\frac{\alpha+\beta}{2}}|t-s+\varepsilon|^{1-\frac{\alpha+\beta}{2}} \right].
\]

We continue the proof by dealing with the term

\[
\int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(t-r,du)G(s-r,dv) \times \int_{|w|>3} dw \kappa_{\alpha+\beta}((t-s)w-(v-u)) \left| D^{k-\alpha}(w,\frac{u}{t-r}) \right|.
\]

Assume $\alpha \in ]0,1[$ with $\alpha + \beta \in ]0,2[$. Just as in the proof of Lemma 5.8 (see (5.24)), it is bounded above by $C\varepsilon^{2-\frac{\alpha+\beta}{2}}|t-s+\varepsilon|^{1-\frac{\alpha+\beta}{2}}$.

Hence,

\[
\nu_{3}^{3}(s,t,\varepsilon) \leq C|t-s|^\alpha \left[ \varepsilon^{2-(\alpha+\beta)}|t-s+\varepsilon| + \varepsilon^{2-\frac{\alpha+\beta}{2}}|t-s+\varepsilon|^{1-\frac{\alpha+\beta}{2}} \right]. \quad (5.29)
\]

From (5.27)–(5.29) it follows that, for $\beta \in ]1,2]$ and $\alpha + \beta \in ]0,2]$, the conclusion of the lemma holds.

**Case 2:** $k \in \{1,2,3\}$ and $\beta \in ]0,1[$. Here, we consider a new decomposition of $\Delta f = \sum_{i=1}^{3} \Delta^{i}f(r,s,t,u,v)$ (see (5.26)), as follows:

\[
\Delta^{1}f(r,s,t,u,v) = \left( \frac{(t-r)}{s-r} \right)^{2} - 2 \frac{(t-r)}{s-r} + 1 \right) f(v-u) \\
= \left( \frac{t-s}{s-r} \right)^{2} f(v-u),
\]

\[
\Delta^{2}f(r,s,t,u,v) = \left( \frac{(t-r)}{s-r} \right)^{2} - \frac{(t-r)}{s-r} \\
\times \left( f \left( \frac{t-r}{s-r} (v-u) \right) - f(v-u) \right),
\]

\[
\Delta^{3}f(r,s,t,u,v) = \frac{t-r}{s-r} \left( f \left( \frac{t-r}{s-r} (v-u) \right) - f \left( \frac{t-r}{s-r} v-u \right) \right) \\
-f \left( v - \frac{t-r}{s-r} u \right) + f(v-u).
\]
We define \( \bar{v}_3^3(s, t, \varepsilon) \) in the same way as \( \nu_3^3(s, t, \varepsilon) \), but with \( \Delta^i f(r, s, t, u, v) \) replaced by \( \Delta^i f(r, s, t, u, v), i = 1, 2, 3 \), respectively.

Using (5.7), we see by (5.1),

\[
\bar{v}_3^3(s, t, \varepsilon) = \int_{s-\varepsilon}^s dr \int_{\mathbb{R}^k x \mathbb{R}^k} G(s - r, du)G(s - r, dv) \left( \frac{t - s}{s - r} \right)^2 f(v - u) \leq C \varepsilon^{1-\beta} |t - s|^2.
\]

(5.30)

Set

\[
\bar{v}_3^{2,1}(s, t, \varepsilon) = \int_{s-\varepsilon}^s dr \int_{\mathbb{R}^k x \mathbb{R}^k} G(s - r, du)G(s - r, dv) \left( \frac{(t - r)^2}{s - r} - \frac{t - r}{s - r} \right)
\times \left| f \left( \frac{t - r}{s - r} (v - u) \right) - f \left( \frac{t - r}{s - r} v - u \right) \right|,
\]

\[
\bar{v}_3^{2,2}(s, t, \varepsilon) = \int_{s-\varepsilon}^s dr \int_{\mathbb{R}^k x \mathbb{R}^k} G(s - r, du)G(s - r, dv) \left( \frac{(t - r)^2}{s - r} - \frac{t - r}{s - r} \right)
\times \left| f \left( \frac{t - r}{s - r} v - u \right) - f(v - u) \right|,
\]

so that \( \bar{v}_3^2(s, t, \varepsilon) \leq \bar{v}_3^{2,1}(s, t, \varepsilon) + \bar{v}_3^{2,2}(s, t, \varepsilon) \). With the change of variables \((u, v) \mapsto (u, \frac{t - r}{s - r} v)\),

\[
\bar{v}_3^{2,1}(s, t, \varepsilon) = |t - s| \int_{s-\varepsilon}^s dr \int_{\mathbb{R}^k x \mathbb{R}^k} G(s - r, du)G(t - r, dv)
\times \left| Df \left( v - u, \frac{t - s}{s - r} u \right) \right|,
\]

while

\[
\bar{v}_3^{2,2}(s, t, \varepsilon) = |t - s| \int_{s-\varepsilon}^s dr \frac{t - r}{(s - r)^2} \int_{\mathbb{R}^k x \mathbb{R}^k} G(s - r, du)G(s - r, dv)
\times \left| Df \left( v - u, \frac{t - s}{s - r} v \right) \right|.
\]

Remember that \( f(x) := \kappa_\beta(x) \). We handle \( \bar{v}_3^{2,1}(s, t, \varepsilon) \) in a manner similar to the term \( \nu_3^2(s, t, \varepsilon) \) (see (5.20), and note the differences in the positions of the variables \( s \) and \( t \), as follows. Firstly, we apply Lemma 2.6(a) of [11] with \( d := k, b := \alpha, a := k - (\alpha + \beta), c := t - s, u := v - u, x = -\frac{u}{s - r} \) to obtain

\[
\bar{v}_3^{2,1}(s, t, \varepsilon) \leq C |t - s|^{1+\alpha} \int_{s-\varepsilon}^s dr \int_{\mathbb{R}^k} G(s - r, du)G(t - r, dv)
\times \int_{\mathbb{R}^k} dw \kappa_{\alpha + \beta}(v - u - (t - s)w) \left| D\kappa_{k-\alpha} \left( w, -\frac{u}{s - r} \right) \right|.
\]
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Next, in the $dw$-integral, we consider first the domain $\{|w| \leq 3\}$ and we split the term $|D\kappa_{k-\alpha}(w, -\frac{u}{s-r})|$ into the sum of the absolute values of its components, as we also did in the analysis of the term $\nu_2^2(s, t, \varepsilon)$ in Lemma 5.8. With the change of variables $w \mapsto w - \frac{u}{s-r}$, $u \mapsto \frac{t-r}{s-r} u$, we obtain

$$
\int_{s-\varepsilon}^{s} \frac{dr}{s-r} \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s-r, du)G(t-r, dv) \times \int_{|w| \leq 3} dw \kappa_{\alpha+\beta}(v-u-(t-s)w)\kappa_{k-\alpha}(w - \frac{u}{s-r}) \leq C \left( \int_{|w| \leq 4} dw \kappa_{k-\alpha}(w) \right) \sup_{w \in \mathbb{R}^k} \int_{s-\varepsilon}^{s} \frac{dr}{t-r} \times \int_{\mathbb{R}^k \times \mathbb{R}^k} G(t-r, du)G(t-r, dv) \kappa_{\alpha+\beta}(v-u-(t-s)w).
$$

By (5.7) and Lemma 5.1, this is bounded by

$$
C \left( \int_{|w| \leq 4} dw \kappa_{k-\alpha}(w) \right) \int_{s-\varepsilon}^{s} dr(t-r)^{1-(\alpha+\beta)} \leq C[(t-s+\varepsilon)^{2-(\alpha+\beta)} - (t-s)^{2-(\alpha+\beta)}].
$$

We also have

$$
\int_{s-\varepsilon}^{s} \frac{dr}{s-r} \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s-r, du)G(t-r, dv) \times \int_{|w| \leq 3} dw \kappa_{\alpha+\beta}(v-u-(t-s)w)\kappa_{k-\alpha}(w) \leq C \varepsilon^{1-\frac{\alpha+\beta}{2}}(t-s+\varepsilon)^{1-\frac{\alpha+\beta}{2}},
$$

where the last inequality has been obtained using (5.22).

To end with the analysis of $\nu_3^{2,1}(s, t, \varepsilon)$, we must now consider the term

$$
\int_{s-\varepsilon}^{s} \frac{dr}{s-r} \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s-r, du)G(t-r, dv) \times \int_{|w| > 3} dw \kappa_{\alpha+\beta}(v-u-(t-s)w) |D\kappa_{k-\alpha}(w, -\frac{u}{s-r})|.
$$

We have already met a similar expression in Lemma 5.8 and also in the first part of Lemma 5.9 (see the study of the term $\nu_3^2(s, t, \varepsilon)$). Since $\alpha \in ]0, 1[$, this is bounded above by $C \varepsilon^{1-\frac{\alpha+\beta}{2}} |t-s+\varepsilon|^{1-\frac{\alpha+\beta}{2}}$.

Considering the three preceding estimates, we obtain

$$
\nu_3^{2,1}(s, t, \varepsilon) \leq C |t-s|^{1+\alpha} \left[ (t-s+\varepsilon)^{2-(\alpha+\beta)} - (t-s)^{2-(\alpha+\beta)} \right] + \varepsilon^{1-\frac{\alpha+\beta}{2}} |t-s+\varepsilon|^{1-\frac{\alpha+\beta}{2}},
$$

(5.31)
for \( \alpha \in ]0, (k - \beta) \wedge 1[. \)

Our next objective is to prove that

\[
\tilde{\nu}_{3}^{2,2}(s, t, \varepsilon) \leq C|t - s|^{1+\alpha} \left[ \varepsilon^{1-\frac{\alpha+\beta}{2}}|t - s + \varepsilon|^{1-\frac{\alpha+\beta}{2}} + \varepsilon^{1-\alpha-\beta}|t - s + \varepsilon| \right].
\]

(5.32)

This will be achieved with similar arguments as those used to establish (5.31), but yet again with the variables \( s \) and \( t \) in slightly different positions (which lead in fact to a different bound).

Indeed, we apply Lemma 2.6(a) in [11] with \( d := k, b := \alpha, a := k - (\alpha + \beta), c := t - s, u := v - u, x := \frac{v}{s-r} \) to obtain

\[
\tilde{\nu}_{3}^{2,2}(s, t, \varepsilon) = |t - s|^{1+\alpha} \int_{s-\varepsilon}^{s} dr \frac{t-r}{(s-r)^{2}} \int_{\mathbb{R}^{k} \times \mathbb{R}^{k}} G(s-r, du)G(s-r, dv)
\]

\[
\times \int_{\mathbb{R}^{k}} dw \kappa_{\alpha+\beta}(v-u-(t-s)w) |D\kappa_{k-\alpha}(w, \frac{v}{s-r})|.
\]

We consider first the domain of \( w \) where \( |w| \leq 3 \) and split the term \( |D\kappa_{k-\alpha}(w, \frac{v}{s-r})| \) into the sum of \( \kappa_{k-\alpha}(w + \frac{v}{s-r}) \) and \( \kappa_{k-\alpha}(w) \).

For the first one, we consider the change of variables \( w \mapsto w + \frac{v}{s-r}, \ v \mapsto \frac{r}{s-r} v \). Using (5.7), we obtain

\[
\int_{s-\varepsilon}^{s} dr \frac{t-r}{(s-r)^{2}} \int_{\mathbb{R}^{k} \times \mathbb{R}^{k}} G(s-r, du)G(s-r, dv)
\]

\[
\times \int_{|w|\leq 3} dw \kappa_{\alpha+\beta}(v-u-(t-s)w) \kappa_{k-\alpha}(w + \frac{v}{s-r})
\]

\[
\leq C \int_{s-\varepsilon}^{s} dr \int_{\mathbb{R}^{k}} d\xi \frac{|\mathcal{F}G(s-r)(\xi)||\mathcal{F}G(t-r)(\xi)|}{|\xi|^{k-(\alpha+\beta)}}
\]

\[
\leq C \varepsilon^{1-\frac{\alpha+\beta}{2}}|t - s + \varepsilon|^{1-\frac{\alpha+\beta}{2}},
\]

where in the last inequality, we have applied (5.22).

As for the term with the integrand \( \kappa_{k-\alpha}(w) \), we have

\[
\int_{s-\varepsilon}^{s} dr \frac{t-r}{(s-r)^{2}} \int_{\mathbb{R}^{k} \times \mathbb{R}^{k}} G(s-r, du)G(s-r, dv)
\]

\[
\times \int_{|w|\leq 3} dw \kappa_{\alpha+\beta}(v-u-(t-s)w) \kappa_{k-\alpha}(w)
\]

\[
\leq C \int_{s-\varepsilon}^{s} dr (t-r)(s-r)^{-\alpha-\beta}
\]

\[
\leq C \varepsilon^{1-\alpha-\beta}|t - s + \varepsilon|.
\]
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Finally, since $\alpha \in ]0, 1[$ and using (5.7), the contribution of the term with the domain of integration $|w| \geq 3$ is

$$
\int_{s-\varepsilon}^{s} dr \frac{t-r}{(s-r)^2} \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s-r, du)G(s-r, dv) \\
\times \int_{|w| \geq 3} dw \kappa_{\alpha+\beta} (v - u - (t-s)w) \left| D\kappa_{k-\alpha} \left( w, \frac{v}{s-r} \right) \right|
\leq C \varepsilon^{-\alpha-\beta} |t - s + \varepsilon|,
$$
as can be checked by using the upper bound

$$
\left| D\kappa_{k-\alpha} \left( w, \frac{v}{s-r} \right) \right| \leq \int_{0}^{1} d\lambda \kappa_{k+1-\alpha} \left( w + \lambda \frac{v}{s-r} \right)
$$

(see (5.23)). This finishes the proof of (5.32).

From (5.31) and (5.32), we obtain

$$
\bar{\nu}^{2}_{3} (s, t, \varepsilon) \leq C |t - s|^{1+\alpha} \left[ \left( (t - s + \varepsilon)^{2-(\alpha+\beta)} - (t - s)^{2-(\alpha+\beta)} \right) \\
+ \varepsilon^{1-\alpha-\beta} |t - s + \varepsilon|^{1-\alpha-\beta} + \varepsilon^{1-\alpha-\beta} |t - s + \varepsilon| \right].
$$

(5.33)

The last part of the proof is devoted to the study of $\bar{\nu}^{2}_{3} (s, t, \varepsilon)$. For this, we apply Lemma 2.6(e) in [11] with the following choice of parameters: $d := k, b := \bar{\alpha}, a := k - (\bar{\alpha} + \beta), c := t - s, \bar{u} := v - u, x := -\frac{u}{s-r}, y := \frac{v}{s-r}$, with $\bar{\alpha} + \beta \in ]0, k[$. Notice that, with the notation of that Lemma,

$$
\bar{\Delta}^{3} f(r, s, t, u, v) = \frac{t-r}{s-r} \bar{D}^{2} \kappa_{\beta} (\bar{u}, cx, cy),
$$

where for a given function $g : \mathbb{R}^{k} \rightarrow \mathbb{R},$

$$
\bar{D}^{2} g(u, x, y) = g(u + x + y) - g(u + x) - g(u + y) + g(u).
$$

(5.34)

By doing so, we obtain

$$
\bar{\nu}^{2}_{3} (s, t, \varepsilon) = |t - s|^{\alpha} \int_{s-\varepsilon}^{s} dr \frac{t-r}{s-r} \int_{\mathbb{R}^k} \int_{\mathbb{R}^k} G(s-r, du)G(s-r, dv) \\
\times \int_{\mathbb{R}^k} dw \kappa_{\alpha+\beta} (v - u - (t-s)w) \left| \bar{D}^{2} \kappa_{k-\alpha} \left( w, -\frac{u}{s-r}, \frac{v}{s-r} \right) \right|
$$

Let us study this term. For this, we will first consider small values of $w$ ($|w| \leq 5$) and split the term $\left| \bar{D}^{2} \kappa_{k-\alpha} \left( w, -\frac{u}{s-r}, \frac{v}{s-r} \right) \right|$ into the sum of four terms, according to the definition (5.34).
Let
\[ I_1(s, t, \varepsilon) = \int_{s-\varepsilon}^s dr \frac{t-r}{s-r} \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s-r, du)G(s-r, dv) \times \int_{|w|<5} dw \kappa_{\alpha+\beta}(v-u-(t-s)w)\kappa_{k-\alpha}(w). \]

By applying (5.1), we see that
\[ I_1(s, t, \varepsilon) \leq C\varepsilon^{2-\alpha-\beta}|t-s+\varepsilon|. \]

Set
\[ I_2(s, t, \varepsilon) = \int_{s-\varepsilon}^s dr \frac{t-r}{s-r} \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s-r, du)G(s-r, dv) \times \int_{|w|<5} dw \kappa_{\alpha+\beta}(v-u-(t-s)w)\kappa_{k-\alpha}\left( w - \frac{u}{s-r} \right). \]

By applying the change of variables \( w \mapsto w - \frac{u}{s-r} \) and \( u \mapsto \frac{t-r}{s-r}u \), we obtain
\[ I_2(s, t, \varepsilon) \leq C \left( \int_{|w|\leq 6} dw \kappa_{k-\alpha}(w) \right) \times \sup_{w \in \mathbb{R}^k} \int_{s-\varepsilon}^s dr \int_{\mathbb{R}^k \times \mathbb{R}^k} G(t-r, du)G(s-r, dv) \times \kappa_{\alpha+\beta}(v-u-(t-s)w) \leq C\varepsilon^{2-\frac{\alpha+\beta}{2}}|t-s+\varepsilon|^{1-\frac{\alpha+\beta}{2}}, \]

where the last inequality has been obtained using similar arguments as in (5.21), (5.22).

In a very similar way, we see that
\[ I_3(s, t, \varepsilon) = \int_{s-\varepsilon}^s dr \frac{t-r}{s-r} \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s-r, du)G(s-r, dv) \times \int_{|w|<5} dw \kappa_{\alpha+\beta}(v-u-(t-s)w)\kappa_{k-\alpha}\left( w + \frac{v}{s-r} \right) \leq C\varepsilon^{2-\frac{\alpha+\beta}{2}}|t-s+\varepsilon|^{1-\frac{\alpha+\beta}{2}}. \]

Let
\[ I_4(s, t, \varepsilon) = \int_{s-\varepsilon}^s dr \frac{t-r}{s-r} \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s-r, du)G(s-r, dv) \times \int_{|w|<5} dw \kappa_{\alpha+\beta}(v-u-(t-s)w)\kappa_{k-\alpha}\left( w + \frac{v-u}{s-r} \right). \]
With the change of variables \( w \mapsto w + \frac{\xi \cdot u}{s - r} \), \((u, v) \mapsto \frac{t - \xi}{s - r}(u, v)\), we obtain

\[
I_4(s, t, \varepsilon) \leq C \left( \int_{|w|<7} dw \kappa_{k-\bar{\alpha}}(w) \right) \int_{s-\varepsilon}^s dr \frac{s - r}{t - r} \int_{\mathbb{R}^k} d\xi \frac{|\mathcal{F}G(t - r)(\xi)|^2}{|\xi|^{k-(\bar{\alpha} + \beta)}}
\]

\[
\leq C \varepsilon^2 |t - s + \varepsilon|^{1-(\bar{\alpha} + \beta)}.
\]

With the estimates obtained so far for \( I_i(s, t, \varepsilon) \), \( i = 1, \ldots, 4 \), we have proved that

\[
\int_{s-\varepsilon}^s dr \frac{t - r}{s - r} \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s - r, du)G(s - r, dv)
\]

\[
\times \int_{|w|<5} dw \kappa_{\bar{\alpha} + \beta}(v - u - (t - s)w) \left| \tilde{D}^2 \kappa_{\bar{\alpha}} \left( w, -\frac{u}{s - r}, -\frac{v}{s - r} \right) \right|
\]

\[
\leq C \left[ \varepsilon^{2-(\bar{\alpha} + \beta)} |t - s + \varepsilon| + \varepsilon^{2-\frac{\bar{\alpha} + \beta}{2}} |t - s + \varepsilon|^{1-\frac{\bar{\alpha} + \beta}{2}} + \varepsilon^2 |t - s + \varepsilon|^{1-(\bar{\alpha} + \beta)} \right].
\]

(5.35)

To finish the proof, we have to study the remaining term

\[
I_5(s, t, \varepsilon) := \int_{s-\varepsilon}^s dr \frac{t - r}{s - r} \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s - r, du)G(s - r, dv)
\]

\[
\times \int_{|w|\geq5} dw \kappa_{\bar{\alpha} + \beta}(v - u - (t - s)w)
\]

\[
\times \left| \tilde{D}^2 \kappa_{\bar{\alpha}} \left( w, -\frac{u}{s - r}, -\frac{v}{s - r} \right) \right|
\]

Proceeding as in [11, p.65], we obtain

\[
I_5(s, t, \varepsilon) \leq C \int_{s-\varepsilon}^s dr \frac{t - r}{s - r} \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s - r, du)G(s - r, dv)
\]

\[
\times \int_{|w|\geq5} dw \kappa_{\bar{\alpha} + \beta}(v - u - (t - s)w)
\]

\[
\times \int_0^1 d\lambda \int_0^1 d\mu \kappa_{k+2-\bar{\alpha}} \left( w - \lambda \frac{u}{s - r} + \mu \frac{v}{s - r} \right)
\]

\[
\leq C \left( \int_{|w|\geq3} \frac{dw}{|w|^{k+2-\bar{\alpha}}} \sup_{w \in \mathbb{R}^k} \int_{s-\varepsilon}^s dr \frac{t - r}{s - r} \int_{\mathbb{R}^k \times \mathbb{R}^k} G(s - r, du)G(s - r, dv) \kappa_{\bar{\alpha} + \beta}(v - u - (t - s)w) \right)
\]

\[
\leq C \left( \int_{|w|\geq3} \frac{dw}{|w|^{k+2-\bar{\alpha}}} \int_{s-\varepsilon}^s dr \frac{t - r}{s - r} \int_{\mathbb{R}^k} d\xi \frac{|\mathcal{F}G(s - r)(\xi)|^2}{|\xi|^{k-(\bar{\alpha} + \beta)}} \right).
\]

The term \( \int_{|w|\geq5} \frac{dw}{|w|^{k+2-\bar{\alpha}}} \) is finite for any \( \bar{\alpha} \in ]0, 2[ \). Moreover, for \( \bar{\alpha} + \beta \in ]0, 2 \wedge k[ \),

\[
\int_{s-\varepsilon}^s dr \frac{t - r}{s - r} \int_{\mathbb{R}^k} d\xi \frac{|\mathcal{F}G(s - r)(\xi)|^2}{|\xi|^{k-(\bar{\alpha} + \beta)}} \leq C \varepsilon^{2-(\bar{\alpha} + \beta)} |t - s + \varepsilon|.
\]
Thus,
\[ I_3(s, t, \varepsilon) \leq C \varepsilon^{2-\alpha(\alpha+\beta)} |t - s + \varepsilon|. \] (5.36)

The estimates (5.35) and (5.36) yield
\[ \bar{v}_3(s, t, \varepsilon) \leq C |t - s|^{\alpha} \]
\[ \left[ \varepsilon^{2-\alpha(\alpha+\beta)} |t - s + \varepsilon| + \varepsilon^{2-\alpha(\alpha+\beta)} |t - s + \varepsilon|^{1-\alpha(\alpha+\beta)} + \varepsilon^2 |t - s + \varepsilon|^{1-\alpha(\alpha+\beta)} \right]. \] (5.37)

By considering (5.30), (5.33) and (5.37), we obtain the conclusion of the lemma for \( \beta \in ]0, 1[, \alpha \in ]0, 1 \wedge (k - \beta)[ \) and \( \bar{\alpha} \in ]0, (2 \wedge k) - \beta[. \)

This finishes the proof of the lemma. \( \square \)

As a consequence of Propositions 5.3 and 5.6, we obtain the following.

**Corollary 5.10** Let \( k \in \{1, 2, 3\} \) and let \( Z = \{Z(t, x), (t, x) \in [0, T] \times \mathbb{R}^k\} \) be a stochastic process satisfying the hypotheses of Proposition 5.3. Fix a compact set \( K \subset \mathbb{R}^k \) and \( p \in [1, \infty[. \) Then there exists a constant \( C > 0 \) such that for any \( 0 \leq s < t \leq T \) and \( \varepsilon \in ]0, s[, \)
\[ \sup_{x, y \in K, 0 \leq s < t \leq T} \left\{ E \left( \int_{s-\varepsilon}^{s} dr \, \|G(t - r, x - \cdot) - G(s - r, y - \cdot)] Z(r, \cdot)\|_{H}^{2} \right)^{p} \right\} \]
\[ \leq C \left[ \varepsilon^{p(1-\beta)-1} \beta \in [0, 1] + \varepsilon^{p(2-\beta)-1} \beta \in [1, 2] \right]. \]

**Proof.** By taking the values of the parameters \( \alpha, \bar{\alpha} \) in Proposition 5.3 and \( \alpha_i, i = 1, 2, 3 \) in Proposition 5.6, arbitrarily close to zero, and by bounding \( |x - y| \) and \( |t - s| \) by a constant, we obtain the result. Notice that for \( \alpha_3 = 0^+ \) and \( \beta \in ]0, 1[, \)
\[ (t - s + \varepsilon)^{2-\alpha(\alpha+\beta)} - (t - s)^{2-\alpha(\alpha+\beta)} \leq C \varepsilon(t - s + \varepsilon)^{1-\alpha(\alpha+\beta)}. \]
This completes the proof. \( \square \)

In the proof of Theorem 4.2, we give an upper bound for the term \( E \left( (\bar{G}_{33, e})^{p} \right) \) by using Propositions 5.3 and 5.6 (see (4.27)). In that case, \( Z(r, x) := \sigma_{i,j}(u(r, x)), \rho := (\frac{2-\beta}{2})^{-1}, \varepsilon := \varepsilon^{\rho}, \) and it is assumed that \( |x - y| \leq \delta \varepsilon^{\rho}, |t - s| \leq \varepsilon^{\rho}. \)

Consider first the case \( k = 1 \) and thus \( \beta \in ]0, 1[. \) By choosing \( \alpha = \bar{\alpha} = (1 - \beta)^{-1} \), from Proposition 5.3 we obtain
\[ E \left( \int_{s-\varepsilon}^{s} dr \, \|G(s - r, x - \cdot) - G(s - r, y - \cdot)] \sigma_{i,j}(u(r, \cdot))\|_{H}^{2} \right)^{p} \]
\[ \leq C \left\{ \varepsilon^{\rho(2-\beta)-1} + \varepsilon^{\rho(1-\beta)-1} + 2\rho \right\}^{p}. \] (5.38)
In the same context, and the choice of parameters $\alpha_1 = \alpha_4 = (1 - \beta)^-$, $\alpha_3 = 0^+$, $\theta \geq \theta_2$, after tedious checking, Proposition 5.6 yields

$$E \left( \int_{s-\epsilon_2}^{s} dr \left[ \|G(t - r, x - *) - G(s - r, x - *)\|_{H}^2 \right] \right)^p \leq C \left\{ \varepsilon^{\theta(2-\beta)-+\theta_2} + \varepsilon^{\theta^2(2-\beta)^-} + \varepsilon^{\theta(1-\beta)^-+2\theta_2} + \varepsilon^{2\theta^2+\theta_2(1-\beta)^-} \right\}^p. \quad (5.39)$$

Consequently, from (5.38), (5.39) we obtain

$$E \left( \int_{s-\epsilon_2}^{s} dr \left[ \|G(t - r, x - *) - G(s - r, y - *)\|_{H}^2 \right] \right)^p \leq C \left\{ \varepsilon^{\theta(2-\beta)-+\theta_2} + \varepsilon^{\theta^2(2-\beta)^-} + \varepsilon^{\theta(1-\beta)^-+2\theta_2} + \varepsilon^{2\theta^2+\theta_2(1-\beta)^-} \right\}^p, \quad (5.40)$$

For $k \in \{2, 3\}$, by choosing $\bar{\alpha} := (2 - \beta)^-$ and then $\alpha := 1^-$ if $\beta \in ]0, 1[$, and $\alpha := (2 - \beta)^-$ if $\beta \in [1, 2]$, from Proposition 5.3 we obtain

$$E \left( \int_{s-\epsilon_2}^{s} dr \left[ \|G(s - r, x - *) - G(s - r, y - *)\|_{H}^2 \right] \right)^p \leq C \varepsilon^{\theta(2-\beta)-+\theta_2}|p|. \quad (5.41)$$

In the same context of (4.27), for $\beta \in ]0, 1[$ and the choice of parameters $\alpha_1 := 1^-$, $\alpha_3 := 0^+$, $\alpha_4 := 1^-$, $\theta \geq \theta_2$, after tedious verification, Proposition 5.6 yields

$$E \left( \int_{s-\epsilon_2}^{s} dr \left[ \|G(t - r, x - *) - G(s - r, x - *)\|_{H}^2 \right] \right)^p \leq C \left\{ \varepsilon^{\theta(2-\beta)^-+\theta_2} + \varepsilon^{2\theta^2+\theta_2(1-\beta)^-} \right\}^p. \quad (5.42)$$

Consequently, from (5.41), (5.42) we deduce

$$E \left( \int_{s-\epsilon_2}^{s} dr \left[ \|G(t - r, x - *) - G(s - r, y - *)\|_{H}^2 \right] \right)^p \leq C \left\{ \varepsilon^{\theta(2-\beta)^-+\theta_2} + \varepsilon^{2\theta^2+\theta_2(1-\beta)^-} \right\}^p, \quad (5.43)$$

for $\beta \in ]0, 1[$ and $k \in \{2, 3\}$.

Still for $k \in \{2, 3\}$, let us now consider the case $\beta \in [1, 2]$. By applying Proposition 5.6 with $\alpha_1 := (2 - \beta)^-$ and $\alpha_2 := \frac{2 - \beta}{2}$, and assuming that $\bar{\theta} > \theta_2$, we obtain

$$E \left( \int_{s-\epsilon_2}^{s} dr \left[ \|G(t - r, x - *) - G(s - r, x - *)\|_{H}^2 \right] \right)^p \leq C \left\{ \varepsilon^{\theta(2-\beta)^-+\theta_2} + \varepsilon^{\theta^2+\theta_2(2-\beta)^-} + \varepsilon^{\theta^2+\theta_2(1-\beta)^-} \right\}^p. \quad (5.44)$$
Along with (5.41), this yields
\[ E \left( \int_{s}^{s - \varepsilon} dr \, \left| G(t - r, x - *) - G(s - r, y - *) \right|^2 \right)^p \leq C \left\{ \varepsilon^{\theta(2 - \beta)} + \varepsilon^{\theta + \theta_2(2 - \beta)} + \varepsilon^{\frac{2 - \beta}{2} + \theta_2 + \beta} \right\} \]. (5.45)

**Lemma 5.11** For any \( \varepsilon > 0 \) and \( x \in \mathbb{R}^k \),
\[ \inf_{s \in [0, T]} \int_{0}^{\varepsilon} dr \| G(s + r, x - *) \|_H^2 \geq C\varepsilon^{3 - \beta}. \]

**Proof.** Let \( c \) be the constant defined in Lemma 5.1. With direct computations, we obtain
\[ \int_{0}^{\varepsilon} dr \| G(s + r, x - *) \|_H^2 = c \left( \frac{(s + \varepsilon)^{3 - \beta} - s^{3 - \beta}}{3 - \beta} \right) \]
\[ = c\varepsilon \int_{0}^{1} (\nu \varepsilon + s)^{2 - \beta} d\nu \]
\[ \geq c\varepsilon \int_{0}^{1} (\nu \varepsilon)^{2 - \beta} d\nu = \frac{c}{3 - \beta}\varepsilon^{3 - \beta}. \]
Since the last expression does not depend on \( s \), we obtain the result with the constant \( C = \frac{c}{3 - \beta} \). \( \square \)

**Lemma 5.12** Let \( k \in \{1, 2, 3\} \). For \( \varepsilon > 0 \) and \( 0 < h \leq \varepsilon \),
\[ \int_{0}^{\varepsilon} dr \left\langle G(r, y - *), G(h + r, x - *) \right\rangle_H \leq C\varepsilon^{3 - \beta} \varphi \left( \frac{x - y}{\varepsilon}, \frac{h}{\varepsilon} \right), \]
where
\[ \lim_{|z| \to +\infty} \varphi(z, \lambda) = 0, \]
uniformly in \( \lambda \in [0, 1] \).

**Proof.** Consider first the case \( k = 1 \). In this case \( \beta \in [0, 1] \). Using (1.8), we have
\[ \int_{0}^{\varepsilon} dr \left\langle G(r, y - *), G(h + r, x - *) \right\rangle_H = \int_{0}^{\varepsilon} dr \int_{y-r}^{y+r} d\xi \int_{x-(h+r)}^{x+h+r} d\eta \frac{1}{|\xi - \eta|^\beta}. \]
Consider the change of variables \( r \mapsto \frac{r}{\varepsilon}, \xi \mapsto \frac{\xi - y}{\varepsilon}, \eta \mapsto \frac{\eta - x}{\varepsilon} \) to see that this is equal to
\[ \varepsilon^3 \int_{-\varepsilon}^{\varepsilon} dr \int_{-\varepsilon}^{\varepsilon} du \int_{-\varepsilon}^{\varepsilon} dv \frac{1}{|y - x - \varepsilon(u - v)|^\beta}, \]
or even to
\[ \epsilon^{3-\beta} \int_0^1 dr \int_{-r}^r du \int_{-\frac{r}{\epsilon}}^{\frac{r}{\epsilon}} dv \frac{1}{|y-x-(u-v)|^\beta}. \]

Set
\[ \varphi(z, \lambda) = \int_0^1 dr \int_{-r}^r du \int_{-\lambda-r}^{\lambda+r} dv \frac{1}{|z+u-v|^\beta}. \]

We notice that for \( \lambda \in [0, 1], \)
\[ \varphi(z, \lambda) \leq \int_{-1}^1 du \int_{-2}^2 dv \frac{1}{|z+u-v|^\beta}, \]

which clearly tends to zero as \(|z| \to +\infty|\).

Next, we consider the case \( k \in \{2, 3\}. \) By the definition of the inner product on \( H \),
\[ I := \int_0^\epsilon dr \langle G(r, y-\ast), G(h+r, x-\ast) \rangle_H \]
\[ = \int_0^\epsilon dr \int_{R^k} \frac{d\xi}{|\xi|^{k-\beta+2}} e^{i\langle \xi, x-y \rangle} \sin(r|\xi|) \sin((h+r)|\xi|). \]

Use the trigonometric identity \( \sin a \sin b = \frac{1}{2} [\cos(a-b) - \cos(a+b)] \) and integrate the obtained expression with respect to \( dr \). This gives
\[ I = \frac{1}{2} \int_{R^k} \frac{d\xi}{|\xi|^{k-\beta+2}} e^{i\langle \xi, x-y \rangle} \]
\[ \times \left[ \epsilon \cos(h|\xi|) - \left( \frac{\sin((h+2\epsilon)|\xi|)}{2|\xi|} - \frac{\sin(h|\xi|)}{2|\xi|} \right) \right]. \]

Next, we make use of the identity \( \sin a - \sin b = 2 \sin \left( \frac{a-b}{2} \right) \cos \left( \frac{a+b}{2} \right) \) and apply the change of variable \( \xi \rightarrow \epsilon \xi \), to write
\[ I = \frac{1}{2} \int_{R^k} \frac{d\xi}{|\xi|^{k-\beta+2}} e^{i\langle \xi, x-y \rangle} \]
\[ \times \epsilon \left[ \cos(h|\xi|) - \frac{\sin(\epsilon|\xi|) \cos((h+\epsilon)|\xi|)}{\epsilon|\xi|} \right] \]
\[ = \frac{\epsilon^{3-\beta}}{2} \int_{R^k} \frac{d\xi}{|\xi|^{k-\beta+2}} e^{i\langle \xi, \frac{z-\ast}{\epsilon} \rangle} \]
\[ \times \left[ \cos \left( \frac{h}{\epsilon} |\xi| \right) - \frac{\sin(|\xi|) \cos \left( \frac{h}{\epsilon} + 1 \right) |\xi|}{|\xi|} \right] \]
\[ = \frac{\epsilon^{3-\beta}}{2} \varphi \left( \frac{x-y}{\epsilon}, \frac{h}{\epsilon} \right), \]
where
\[
\varphi(z, \lambda) = \int_{\mathbb{R}^k} \frac{d\xi}{|\xi|^{k-\beta+2}} e^{i(\xi \cdot z)} \left[ \cos(\lambda|\xi|) - \frac{\sin(|\xi|) \cos((\lambda + 1)|\xi|)}{|\xi|} \right].
\]

Let
\[
f_0(r) = r^{\beta-k-2} \left[ \cos(\lambda r) - \frac{\sin(r) \cos((\lambda + 1)r)}{r} \right],
\]
r \in \mathbb{R}, and \( f(\xi) = f_0(|\xi|) \). According to [14, p.429],
\[
\varphi(z, \lambda) = Ff(z) = \frac{2\pi}{|z|^{k-\frac{\beta}{2}}} \int_0^\infty f_0(r) J_{\frac{k}{2}-1}(2\pi r|z|) r^{\frac{k}{2}} dr,
\]
where \( J_{\frac{k}{2}-1} \) denotes the the Bessel function of order \( \frac{k}{2}-1 \) (see for instance [14, p.425]).

Using the trigonometric formula \( \cos(a + b) = \cos a \cos b - \sin a \sin b \), one can easily obtain
\[
\left| \cos(\lambda r) - \frac{\sin(r) \cos((\lambda + 1)r)}{r} \right| \leq C(r^2 \wedge 1),
\]
where \( C \) does not depend on \( \lambda \in [0, 1] \).

Consequently,
\[
Ff(z) \leq \frac{C}{|z|^{k-\frac{\beta}{2}}} \int_0^\infty r^{\beta-\frac{k}{2}-2}(r^2 \wedge 1) \left| J_{\frac{k}{2}-1}(2\pi r|z|) \right| dr
\]
\[
= C|z|^{2-\beta} \int_0^\infty u^{\beta-\frac{k}{2}-2} \left( \frac{u^2}{|z|^2} \wedge 1 \right) \left| J_{\frac{k}{2}-1}(2\pi u) \right| du,
\]
where we have applied the change of variable \( r \rightarrow r|z| \). Set
\[
I(z) := |z|^{2-\beta} \int_0^\infty u^{\beta-\frac{k}{2}-2} \left( \frac{u^2}{|z|^2} \wedge 1 \right) \left| J_{\frac{k}{2}-1}(2\pi u) \right| du.
\]

We want to study the limit as \( |z| \rightarrow \infty \) of \( I(z) \). For this, we write \( I(z) = I_1(z) + I_2(z) \), with
\[
I_1(z) = |z|^{-\beta} \int_0^{|z|} u^{\beta-\frac{k}{2}} \left| J_{\frac{k}{2}-1}(2\pi u) \right| du,
\]
\[
I_2(z) = |z|^{2-\beta} \int_{|z|}^\infty u^{\beta-\frac{k}{2}-2} \left| J_{\frac{k}{2}-1}(2\pi u) \right| du.
\]
We consider two cases.

**Case 1.** $k = 2$ and $\beta < \frac{1}{2}$ or $k = 3$ and $\beta < 1$. For small values of $u > 0$,

$$|J_{\frac{k}{2} - 1}(2\pi u)| \leq C u^{\frac{k}{2} - 1},$$

while for large $u$, $|J_{\frac{k}{2} - 1}(2\pi u)| \leq C u^{-\frac{1}{2}}$ (see [14] pp. 430–433). Hence, $I_1(z) < +\infty$ for all $z \in \mathbb{R}^k$, and with the indicated constraints on $k$ and $\beta$, we obtain

$$\lim_{|z| \to \infty} \int_0^{|z|} u^{\frac{k}{2} - \frac{1}{2}} |J_{\frac{k}{2} - 1}(2\pi u)| du = C < \infty.$$

Therefore,

$$\lim_{|z| \to \infty} I_1(z) = 0.$$  \hfill (5.46)

**Case 2.** $k = 2$ and $\beta \geq \frac{1}{2}$ or $k = 3$ and $\beta \geq 1$. Then, using the expression for $J_\nu(r)$ given at the beginning of [14, Appendix B.8], we see that

$$\lim_{|z| \to \infty} \int_0^{|z|} u^{\frac{k}{2} - \frac{1}{2}} |J_{\frac{k}{2} - 1}(2\pi u)| du = \infty.$$

Therefore, (5.46) follows from the Bernoulli-L’Hospital rule.

Using again the Bernoulli-L’Hospital rule, we can also check that for $k \in \{2, 3\}$,

$$\lim_{|z| \to \infty} I_2(z) = 0.$$

The proof of the lemma is now complete. \hfill $\square$
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