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Abstract

We discuss the inverse problem of determining the possible presence of an \((n - 1)\)-dimensional crack \(\Sigma\) in an \(n\)-dimensional body \(\Omega\) with \(n \geq 3\) when the so-called Dirichlet-to-Neumann map is given on the boundary of \(\Omega\). In combination with quantitative unique continuation techniques, an optimal single-logarithm stability estimate is proven by using the singular solutions method. Our arguments also apply when the Neumann-to-Dirichlet map or the local versions of the D-N and the N-D map are available.
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1 Introduction

Consider an homogeneous electrically conducting body \(\Omega \subset \mathbb{R}^n\) which might contain an unknown inaccessible crack represented by an \((n - 1)\)-dimensional orientable surface with boundary \(\Sigma \subset \subset \Omega\). Electrostatic equilibrium can be modeled by

\[
\begin{cases}
\Delta u = 0, & \text{in } \Omega \setminus \Sigma, \\
\nabla u^\pm \cdot \nu^\pm - \gamma^\pm u^\pm = 0, & \text{on either side of } \Sigma, \\
u = \varphi, & \text{on } \partial \Omega.
\end{cases}
\]

(1.1)

Here \(u\) denotes the electrostatic potential, \(\varphi\) denotes the prescribed potential distribution on the exterior boundary \(\partial \Omega\). The Robin type boundary condition on \(\Sigma\) has to be interpreted as follows.

Having chosen one arbitrary orientation for the normal unit field \(\nu\) on \(\Sigma\) we distinguish by the \(\pm\) sign the boundary values (or traces) of \(u\) and its derivatives on the two sides of \(\Sigma\) and we denote by \(\nu^+, \nu^-\) the normals to \(\Sigma\) pointing to the +, – side of \(\Omega \setminus \Sigma\) respectively. The impedance coefficients \(\gamma^+, \gamma^-\) on the two side are assumed to be non-negative.

---
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We consider the inverse problem of determining $\Sigma$ from boundary current density measurements $\partial_\nu u$ corresponding to one or more choices of the prescribed boundary potential $\varphi$.

As is well-known, since Friedman and Vogelius [21], at least two measurements are necessary and in fact, in the two-dimensional setting, it is by now clear how two suitable boundary measurements can be chosen in order to have uniqueness and stability, [5, 6, 8, 14, 27, 31, 32]. See also Bryan and Vogelius [16] for a thorough review and bibliography data.

When the space dimension $n$ is three, or higher, uniqueness with finitely many measurements is known in few cases, we recall the paper by DiBenedetto and the first author [9]. Instead, uniqueness is known when full boundary data are available Eller [20], that is when the Dirichlet to Neumann map $\Lambda : \varphi \mapsto \partial_\nu u|_{\partial \Omega}$ is known.

The aim of this paper is to continue the study of the $n$-dimensional problem, $n \geq 3$, initiated by DiBenedetto and A. and Eller, treating the stability issue when a full set of boundary data are available. We shall prove under some a priori regularity assumptions on the crack $\Sigma$, that the crack depends continuously upon the Dirichlet to Neumann map with a modulus of continuity of logarithmic type, with a single log.

Note that such a modulus of continuity is in fact optimal in view of the several examples in [19]. Our approach is based on the use of singular solutions. This method can be traced back to Isakov [24] and it appears also in [20] in Eller’s uniqueness proof. The use of singular solutions for stability estimates is by now well-established, [4, 10, 11, 12, 13, 15, 17, 18, 33]. However the crack problem at hand displays several additional difficulties which have required a completely novel approach at various crucial steps.

Let us describe here the main steps of our proof with their specific difficulties.

**First step**

For two cracks $\Sigma_1, \Sigma_2$ we consider the corresponding Dirichlet to Neumann maps $\Lambda_1, \Lambda_2$. We shall establish an identity which relates $\Lambda_1 - \Lambda_2$ with integrals on $\Sigma_1 \cup \Sigma_2$ involving jumps of the corresponding potentials $u_1, u_2$ and their normal derivatives (Theorem 3.2 below),

$$\int_{\partial \Omega} (\Lambda_1 - \Lambda_2) u_1 u_2 d\sigma = \int_{\Sigma_1 \backslash \Sigma_2} (u_2 [\partial_\nu u_1]_1 - [u_1]_1 \partial_\nu u_2) d\sigma + \int_{\Sigma_1 \cap \Sigma_2} (|u_2|_2 \partial_\nu u_1 - u_1 |\partial_\nu u_2|_2) d\sigma + \int_{\Sigma_1 \backslash \Sigma_2} (|u_2|_2 \partial_\nu u_1 - [u_1]_1 \partial_\nu u_2) d\sigma,$$

(1.2)

here $u_1$ and $u_2$ are solutions to (1.1) when $\Sigma = \Sigma_1 = \Sigma_2$ respectively and $[\cdot]_1, [\cdot]_2$ denote jumps across $\Sigma_1, \Sigma_2$ respectively. We refer to (3.3) and (3.4) for precise definitions and to Section 6 for a proof.

This identity can be viewed as the analogue for the crack problem of the so-called “Alessandrini identity” [3, 25] for the Calderón problem. However, in this case, its derivation is somewhat intricate due to the fact that the common domain of definition of $u_1$ and $u_2$ is $\Omega \backslash (\Sigma_1 \cup \Sigma_2)$. Such a set, despite the regularity of $\Sigma_1$ and $\Sigma_2$, might be rather wild, thus integration by parts becomes a delicate matter, which involves also a preliminary study of the regularity of the potentials $u_1, u_2$ and the evaluation of the possible singular behavior of their gradients near the crack edges $\partial \Sigma_1, \partial \Sigma_2$, (see Theorem 3.1 below).
Second step

We apply the above identity to singular solutions $u_1(\cdot) = R_1(\cdot, y)$ and $u_2(\cdot) = R_2(\cdot, w)$ defined on a larger domain and each having a Green’s type singularity at points $y, w$ placed outside of $\Omega$.

Looking at the right hand side of the identity (1.2) we introduce the function

$$f(y, w) = \int_{\Sigma_1 \Delta \Sigma_2} \left( R_2(\cdot, y) \partial_{\nu_2} R_1(\cdot, w) \right)_1 - \left[ R_1(\cdot, y) \right]_1 \partial_{\nu_1} R_2(\cdot, w) d\sigma +$$

$$+ \int_{\Sigma_2 \setminus \Sigma_1} \left( \left[ R_2(\cdot, w) \right]_2 \partial_{\nu_2} R_1(\cdot, y) - R_1(\cdot, y) \partial_{\nu_2} R_2(\cdot, w) \right)_2 d\sigma +$$

$$+ \int_{\Sigma_1 \cap \Sigma_2} \left( \left[ R_2(\cdot, w) \partial_{\nu_1} R_1(\cdot, y) \right)_1 - \left[ R_1(\cdot, y) \partial_{\nu_2} R_2(\cdot, w) \right]_2 \right) d\sigma. \quad (1.3)$$

Note that $f$ is harmonic in $\Omega \setminus (\Sigma_1 \cup \Sigma_2)$ separately in each variable $y, w$. Moreover $f$ is controlled in terms of $\Lambda_1 - \Lambda_2$ when $y, w$ are outside $\Omega$.

Next, by estimates of propagation of smallness for harmonic functions we are able to bound $f(y, w)$ when $y = w$ approaches points of $\Sigma_1 \Delta \Sigma_2$ (the symmetric difference). Here the technical obstruction come from the fact that propagation of smallness can be performed only on connected sets, whereas $\Omega \setminus (\Sigma_1 \cup \Sigma_2)$ may be not. Moreover, not all points of $\Sigma_1 \Delta \Sigma_2$ may be reachable from the exterior of $\Omega$ and the estimates of propagation of smallness require that points be reachable in a quantitative form which involves the use of chains of balls whose numbers is suitably bounded and their radii have to be bounded from below. Such requirements induce the introduction of sets $V_i$ of points which can be suitably reached from the exterior of $\Omega$ (see definition (4.9)) and an ad-hoc definition of a variation of the Hausdorff distance for closed sets which we call $l$–distance.

The crucial point here is that under the a priori regularity assumptions on $\Sigma_1, \Sigma_2$ we can show that the Hausdorff distance is dominated by the respective $l$–distance (see Proposition 4.4).

Third step

We show that as $y = w$ tends to a point of $\Sigma_1 \Delta \Sigma_2$ then $f(y, y)$ blows up. The combination of such a blow up bound and the estimate of $f(y, y)$ in terms of $\Lambda_1 - \Lambda_2$ obtained in the previous step lead to the logarithmic estimate of $d_H(\sigma_1, \Sigma_2)$ in terms of $\|\Lambda_1 - \Lambda_2\|$. The blow up estimate of this step requires a careful investigation of the asymptotic behavior of the singular solutions $R_i(\cdot, y)$ as their pole $y$ approaches to the crack $\Sigma_i, i = 1, 2$ (see Proposition 8.3 and Proposition 8.4).

2 The main results

2.1 Notation and definitions

In the sequel, we shall make a repeated use of quantitative notions of smoothness for the boundary of the domain $\Omega$ and for the crack $\Sigma$. Let us introduce the following notation and definitions.
In several places it will be useful to single out one coordinate direction, to this purpose, we shall use the following notions for points \( x \in \mathbb{R}^n, x' \in \mathbb{R}^{n-1}, x'' \in \mathbb{R}^{n-2}, n \geq 3, x = (x', x_n), x' = (x'', x_{n-1}), x'' = (x'''_{n-2}), \) with \( x' \in \mathbb{R}^{n-1}, x'' \in \mathbb{R}^{n-2}, x''' \in \mathbb{R}^{n-3} \) and \( x_n, x_{n-1}, x_{n-2} \in \mathbb{R} \). Moreover, given a point \( x \in \mathbb{R}^n \), we shall denote with \( B_r(x), B_r'(x), B_r''(x), B_r'''(x) \) the ball in \( \mathbb{R}^n, \mathbb{R}^{n-1}, \mathbb{R}^{n-2}, \mathbb{R}^{n-3} \) respectively centered in \( x \) with radius \( r \).

**Definition 2.1.** Let \( \Omega \) be a domain in \( \mathbb{R}^n \). We say that \( \partial \Omega \) is of class \( C^{0,1} \) with constants \( r_0, M \) if for any \( P \in \partial \Omega \) there exists a rigid transformation of \( \mathbb{R}^n \) under which we have \( P \equiv 0 \) and

\[
\Omega \cap B_{r_0} = \{ x \in B_{r_0} : x_n > \varphi(x') \},
\]

where \( \varphi \) is a \( C^{0,1} \) function on \( B_{r_0}' \) satisfying the following condition \( \varphi(0) = |\nabla \varphi(0)| = 0 \) and \( \| \varphi \|_{C^{0,1}(B_{r_0}')} \leq M r_0 \), where we denote

\[
\| \varphi \|_{C^{0,1}(B_{r_0}')} = \| \varphi \|_{L^\infty(B_{r_0}')} + r_0 \sup_{x,y \in B_{r_0}'} \frac{|\varphi(x) - \varphi(y)|}{|x - y|}.
\]

**Definition 2.2.** Given \( \alpha, 0 < \alpha \leq 1 \), we shall say that an hypersurface \( S \) is of class \( C^{1,\alpha} \) with constants \( r_0, M > 0 \) if for any \( P \in S \), there exists a rigid transformation of coordinates under which we have \( P = 0 \) and

\[
S \cap B_{r_0} = \{ (x', x_n) \in B_{r_0} : x_n = \varphi(x') \}
\]

where

\[
\varphi : B_{r_0}' \subset \mathbb{R}^{n-1} \rightarrow \mathbb{R}
\]

is a \( C^{1,\alpha} \) function satisfying

\[
|\varphi(0)| = |\nabla \varphi(0)| = 0 \quad \text{and} \quad \| \varphi \|_{C^{1,\alpha}(B_{r_0}')} \leq M r_0,
\]

where we denote

\[
\| \varphi \|_{C^{1,\alpha}(B_{r_0}')} = \| \varphi \|_{L^\infty(B_{r_0}')} + r_0 \| \nabla \varphi \|_{L^\infty(B_{r_0}')} + r_0^{1+\alpha} \sup_{x,y \in B_{r_0}'} \frac{|\nabla \varphi(x) - \nabla \varphi(y)|}{|x - y|^\alpha}.
\]

We introduce some notations that we shall use in the sequel.
For any \( 0 < r < r_0 \) and any \( 0 < r_1 < r_2 < r_0 \) we shall denote

\[
\Sigma_r = \{ x \in \Sigma : \text{dist}(x, \partial \Sigma) > r \},
\]

\[
E_r = \{ x \in \mathbb{R}^n : \text{dist}(x, \Sigma) > r \},
\]

\[
U_r = \{ x \in \mathbb{R}^n : \text{dist}(x, \partial \Sigma) < r \},
\]

\[
\Omega_r = \{ x \in \Omega : \text{dist}(x, \Omega) \leq r \},
\]

\[
S_{r_1, r_2} = \{ x \in \mathbb{R}^n : r_1 \leq \text{dist}(x, \partial \Omega) \leq r_2 \},
\]

\[
\Gamma_r = \{ x \in \mathbb{R}^n : \text{dist}(x, \Omega) = r \}.
\]
2.2 The D-N map

We begin by defining the Dirichlet to Neumann map. For any \( \varphi \in H^1(\partial \Omega) \), the unique weak solution to the mixed Dirichlet-Robin type problem

\[
\begin{cases} 
\Delta u = 0, & \text{in } \Omega \setminus \Sigma, \\
u = \varphi, & \text{in the trace sense on } \partial \Omega, \\
\partial_{\nu^\pm} u^\pm - \gamma^\pm u^\pm = 0, & \text{on } \Sigma^\pm,
\end{cases}
\]  

(2.11)
is given as the unique minimizer of the quadratic form

\[
Q_\Sigma(u) = \int_\Omega |\nabla u|^2 + \int_\Sigma \gamma^+ u^+ u^+ + \gamma^- u^- u^- 
\]  

(2.12)
among all \( u \in H^1(\Omega \setminus \Sigma), u|_{\partial \Omega} = \varphi \).

We denote by \( < \cdot, \cdot > \) the \( L^2(\partial \Omega) \) pairing between \( H^1(\partial \Omega) \) and \( H^{-1/2}(\partial \Omega) \).

**Definition 2.3.** The Dirichlet to Neumann map associated to (2.11) is the operator

\[
\Lambda : H^{1/2}(\partial \Omega) \to H^{-1/2}(\partial \Omega)
\]  

(2.13)
defined by

\[
< \Lambda \varphi, \eta > = \int_\Omega \nabla v \cdot \nabla u + \int_\Sigma \gamma^+ v^+ u^+ + \gamma^- v^- u^- 
\]  

(2.14)
for every \( \varphi, \eta \in H^{1/2}(\partial \Omega) \) where \( u \) is the solution to (2.11) and \( v \in H^1(\Omega \setminus \Sigma) \) is such that \( v|_{\partial \Omega} = \eta \).

Note that, as an immediate consequence, we deduce that

\[
\Lambda : H^{1/2}(\partial \Omega) \to H^{-1/2}(\partial \Omega)
\]  

(2.15)
is selfadjoint.

2.3 Assumptions and a-priori information

**Assumption on the domain**

Given \( r_0, M, D > 0 \) constants we assume that \( \Omega \subset \mathbb{R}^n \) and

\[
\Omega \text{ is of } C^{0,1} \text{ class with constants } r_0, M
\]  

(2.16)
such that \( \partial \Omega \) is connected. Furthermore, \( \Omega \) is such that

\[
\text{diam}(\Omega) \leq D
\]  

(2.17)
Moreover, we assume that the crack \( \Sigma \) is contained into a closed connected hypersurface \( \Gamma \subset \Omega \) such that

\[
\Gamma \text{ is } C^{1,\alpha} \text{ smooth with constants } r_0, M
\]  

(2.18)
and it diffeomorphic to a sphere. We also suppose that

\[
\Sigma \text{ within } \Gamma \text{ is of class } C^{1,\alpha} \text{ with constants } r_0, M.
\]  

(2.19)
Namely, for any $Q \in \partial \Sigma$, there exists a rigid transformation of coordinates under which we have $Q = 0$ and

$$\Sigma \cap B_{r_0} = \{(x', x_n) \in B_{r_0} : x_n = \varphi(x'), \ x_{n-1} > \psi(x'')\}$$  (2.20)

where

$$\psi : B_{r_0} \subset \mathbb{R}^{n-2} \to \mathbb{R}$$  (2.21)

satisfying

$$\psi(0) = |\nabla \psi(0)| = 0 \quad \text{and} \quad \|\psi\|_{C^{1,\alpha}} \leq M.$$  (2.22)

**Assumptions on the crack impedances**

Given a positive number $\bar{\gamma}$, the crack impedances $\gamma^+$ and $\gamma^-$ of the unknown crack $\Sigma$ are such that

$$\gamma^\pm \in C^{0,1}(\Sigma)$$  (2.23a)

and

$$0 \leq \gamma^\pm(x) \leq \bar{\gamma} \quad \text{for any} \quad x \in \Sigma.$$  (2.23b)

We shall refer to the $r_0, M, D, \bar{\gamma}$ along with the space dimension $n$ as to the a priori data.

### 2.4 The main results

We start by collecting our main stability results for the unknown crack and the unknown impedance by means of the global D-N map.

**Theorem 2.4.** Let $\Omega, \Sigma_1, \Sigma_2$ be the domain and the cracks satisfying the a-priori assumptions stated above. If, given $\varepsilon > 0$, we have that the D-N maps $\Lambda_1$ and $\Lambda_2$ corresponding to the cracks $\Sigma_1$ and $\Sigma_2$ respectively, satisfy

$$\|\Lambda_1 - \Lambda_2\|_{L(H^{1/2}(\partial \Omega), H^{-1/2}(\partial \Omega))} \leq \varepsilon$$  (2.24)

then

$$d_H(\Sigma_1, \Sigma_2) \leq C|\log(\varepsilon)|^{-\eta}$$  (2.25)

where $C, \eta > 0$ are constants depending on the a-priori data only.

**Corollary 2.5.** Under the same hypothesis of Theorem 2.4, we have also that

$$\sup\{|\gamma^\pm_2(Q) - \gamma^\pm_1(P)| \ s.t. \ P \in \Sigma_1 r_0, Q \in \Sigma_2 r_0 \cap B_{2C|\log(\varepsilon)|^{-\eta}}(P)\} \leq C'|\log(\varepsilon)|^{-\eta'}$$

where $C', \eta' > 0$ are constants depending on the a priori data only.

**Proof.** The Corollary follows by combining the result in Theorem 2.4 and quantitative stability estimates for the Cauchy problem. For the details of the proof we refer to [35, Theorem 2.3]. \qed
2.5 Variants

In addition, we now state some variants of Theorem 2.4 basically relying on other types of data availability. We shall omit proofs since they require only minimal adjustments in comparison to the proof of Theorem 2.4.

We start by defining the local version of the Dirichlet to Neumann map. Let us fix an open neighborhood \( \Delta_{\rho_0} = B_{\rho_0}(x_0) \cap \partial \Omega \) for a fixed point \( x_0 \in \partial \Omega \) and a given \( \rho_0 > 0 \). We introduce the trace space \( H^{1/2}(\Delta_{\rho_0}) \) as the interpolation space between \( H^1(\Delta_{\rho_0}) \) and \( L^2(\Delta_{\rho_0}) \), we refer to [28, Chap.1] for further details. The functions in \( H^{1/2}(\Delta_{\rho_0}) \) might be also characterized as the elements in \( H^1(\partial \Omega) \) which are identically zero outside \( \Delta_{\rho_0} \) (see for instance [36]), this identification shall be understood throughout. We denote with \( H^{-1/2}(\Delta_{\rho_0}) \) its dual space, which also can be interpreted as a subspace of \( H^{-1}(\partial \Omega) \). We continue to use the notation \( \langle \cdot , \cdot \rangle \) for the duality pairing between \( H^{1/2}(\Delta_{\rho_0}) \) and \( H^{-1/2}(\Delta_{\rho_0}) \) based on the \( L^2 \) scalar product.

**Definition 2.6.** We shall define as the local Dirichlet to Neumann map associated to (2.11) and \( \Delta_{\rho_0} \) the operator

\[
\Lambda_{\rho_0} : H^{1/2}_{00}(\Delta_{\rho_0}) \to H^{-1/2}_{00}(\Delta_{\rho_0})
\]

defined again by

\[
\langle \Lambda_{\rho_0} \varphi, \eta \rangle = \int_{\Omega} \nabla u \cdot \nabla v + \int_{\Sigma} \gamma^+ u^+ v^+ + \gamma^- u^- v^- \quad (2.27)
\]

for every \( \varphi, \eta \in H^{1/2}_{00}(\Delta_{\rho_0}) \) where \( u \) is the solution to (2.11) and \( v \in H^1(\Omega \setminus \Sigma) \) is such that \( v|_{\partial \Omega} = \eta \).

We now consider the global Neumann to Dirichlet map and we introduce the following space of distributions \( _0H^{-1/2}(\partial \Omega) = \{ \eta \in H^{-1/2}(\partial \Omega) : \langle \eta, 1 \rangle = 0 \} \).

**Definition 2.7.** We refer to the Neumann to Dirichlet map as to the selfadjoint operator

\[
N : _0H^{-1/2}(\partial \Omega) \to H^{1/2}(\partial \Omega)
\]

such that

\[
\langle \eta, N \eta \rangle = \int_{\Omega} |\nabla u|^2 + \int_{\Sigma} \gamma^+ u^+ + \gamma^- u^-
\]

for any \( \eta \in _0H^{-1/2}(\partial \Omega) \), where \( u \in H^1(\Omega \setminus \Sigma) \) is the weak solution to the mixed Neumann-Robin type problem

\[
\begin{cases}
\Delta u = 0, & \text{in } \Omega \setminus \Sigma, \\
\partial_{\nu} u = \eta, & \text{on } \partial \Omega, \\
\partial_{\nu} u^\pm - \gamma^\pm u^\pm = 0, & \text{on } \Sigma^\pm.
\end{cases}
\]

If, \( \gamma^+ = \gamma^- \equiv 0 \) on \( \Sigma^\pm \), we additionally require in (2.30) the normalization condition \( \int_{\partial \Omega} u = 0 \).
We are now finally in position to deal with the local Neumann to Dirichlet map. Denote $\Delta'_{\rho_0} = \partial \Omega \setminus \Delta_{\rho_0}$. Let us consider the following space of distributions $aH^{-\frac{1}{2}}(\Delta_{\rho_0}) = \{ \eta \in aH^{-\frac{1}{2}}(\partial \Omega) : \langle \eta, \varphi \rangle = 0 \forall \varphi \in H_{00}^{\frac{1}{2}}(\Delta'_{\rho_0}) \}$. 

**Definition 2.8.** We shall define as the local Neumann to Dirichlet map associated to $\Delta_{\rho_0}$ the operator $N_{\Delta_{\rho_0}} : 0H^{-\frac{1}{2}}(\Delta_{\rho_0}) \to (0H^{-\frac{1}{2}}(\Delta_{\rho_0}))^* \subset H^\frac{1}{2}(\partial \Omega)$ (2.31)

such that

$$\langle \eta, N_{\Delta_{\rho_0}} \eta \rangle = \int_{\Omega} \vert \nabla u \vert^2 + \int_{\Sigma} \gamma^+ u^+ + \gamma^- u^-$$ (2.32)

for any $\eta \in aH^{-\frac{1}{2}}(\Delta_{\rho_0})$, where $u \in H^1(\Omega \setminus \Sigma)$ is the weak solution to (2.30). Again, if $\gamma^+ \equiv \gamma^- \equiv 0$ on $\Sigma^\pm$, we further impose the condition $\int_{\partial \Omega} u = 0$.

The first variants of our main result concerns the case when the Neumann to Dirichlet map is at our disposal instead.

**Theorem 2.9.** Let the hypothesis of Theorem 2.4 be fulfilled. If, given $\varepsilon > 0$, we have that the N-D maps $N_1$ and $N_2$ corresponding to the cracks $\Sigma_1$ and $\Sigma_2$ respectively, satisfy

$$\|N_1 - N_2\|_{L(aH^{-\frac{1}{2}}(\partial \Omega), H^\frac{1}{2}(\partial \Omega))} \leq \varepsilon$$ (2.33)

then

$$d_H(\Sigma_1, \Sigma_2) \leq C |\log(\varepsilon)|^{-\eta}$$ (2.34)

where $C, \eta > 0$ are constants depending on the a-priori data only.

Finally, we treat the cases when the measurements can be performed only on an open, non-empty subset $S$ of $\partial \Omega$. Such an instance leads to the introduction of the local D-N map and the local N-D map.

**Theorem 2.10.** Let $\Omega, \Sigma_1, \Sigma_2$ be the domain and the cracks satisfying the a-priori assumptions stated above. If, given $\varepsilon > 0$, we have that the local D-N maps $\Lambda_{\Delta_{\rho_0}}^1$ and $\Lambda_{\Delta_{\rho_0}}^2$ associated to $\Delta_{\rho_0}$ and corresponding to the cracks $\Sigma_1$ and $\Sigma_2$ respectively, satisfy

$$\|\Lambda_{\Delta_{\rho_0}}^1 - \Lambda_{\Delta_{\rho_0}}^2\|_{L(H^\frac{1}{2}(\Delta_{\rho_0}), H_{\text{out}}^{-\frac{1}{2}}(\Delta_{\rho_0}))} \leq \varepsilon$$ (2.35)

then

$$d_H(\Sigma_1, \Sigma_2) \leq C |\log(\varepsilon)|^{-\eta}$$ (2.36)

where $C, \eta > 0$ are constants depending on the a-priori data only.

**Theorem 2.11.** Let the hypothesis of Theorem 2.4 be fulfilled. If, given $\varepsilon > 0$, we have that the local N-D maps $N_{\Delta_{\rho_0}}^1$ and $N_{\Delta_{\rho_0}}^2$ associated to $\Delta_{\rho_0}$ and corresponding to the cracks $\Sigma_1$ and $\Sigma_2$ respectively, satisfy

$$\|N_{\Delta_{\rho_0}}^1 - N_{\Delta_{\rho_0}}^2\|_{L(aH^{-\frac{1}{2}}(\Delta_{\rho_0}), (aH^{-\frac{1}{2}}(\Delta_{\rho_0}))^*)} \leq \varepsilon$$ (2.37)
\[ d_H(\Sigma_1, \Sigma_2) \leq C|\log(\varepsilon)|^{-\eta} \]  

(2.38)

where \( C, \eta > 0 \) are constants depending on the a-priori data only.

The proofs of the last two theorems can be achieved by combining the results in Theorem 2.4 and in Theorem 2.9 respectively with the arguments in [13] where the authors provided a quite general method which allow to obtain an Hölder type dependence of a global D-N map from a local one in a larger domain (see also [12, 15] for related results).

Of course, a more general portion \( \mathcal{U} \) of \( \partial \Omega \) could be used in the above theorems with local data. However the stability constants shall necessarily depends on the inradius of such a portion \( \mathcal{U} \). For this reason, there is no loss of generality, in formulating the above theorems in terms of the spherical neighborhood \( \Delta_{\rho_0} \).

\textbf{Remark 2.12.} For the sake of brevity we only discuss here the stability issue for the \( n \)-dimensional case with \( n \geq 3 \). However our arguments and our results could be adapted to the 2-dimensional setting.

3 The direct problem

We begin our analysis of the direct problem by providing two results of regularity near the crack for the solution to \( (1.1) \) near the crack, which are collected in the Theorem below and whose proof will be provided in Section 5.

\textbf{Theorem 3.1.} Let \( u \) be a solution to \( (1.1) \), then there exist constants \( C > 0 \) and \( \alpha \) with \( 0 < \alpha < 1 \) depending on the a priori data only such

\[ \|u\|_{C^{0,\alpha}(\Sigma)} \leq C . \]  

(3.1)

Moreover, for any \( \rho \in (0, r_0) \) there exists a constant \( C_\rho > 0 \) depending on \( \rho \) and on the a priori data only such that

\[ \|u\|_{C^{1,\alpha}(\Sigma_\rho)} \leq C_\rho . \]  

(3.2)

As next step, in the preliminary direct problem treatment we derive an integration by parts formula for solutions to the crack problem at hand \( (1.1) \).

Let \( \Gamma_i, i = 1, 2 \) be two closed connected orientable hypersurfaces of class \( C^{1,\alpha} \) as in Section 2. Just for simplicity of exposition we assume that they are diffeomorphic to a sphere.

By the Jordan separation theorem, \( \Gamma_i \) disconnects \( \mathbb{R}^n \) into two connected components \( \Omega^-_i, U_i \), the first one being bounded and the second one unbounded. Being \( \partial \Omega \) connected and \( \Omega \) bounded, we have \( \Omega^- \subset \subset \Omega \) and \( \partial \Omega \subset U_i \). We denote \( \Omega^+_i = U_i \cap \Omega \). Denote \( \nu_i \) the unit normal on \( \Gamma_i \) pointing to its exterior \( \Omega^+_i \). Furthermore, the exterior normal to \( \partial \Omega \) will be denoted by \( \nu_e \) (or simply \( \nu \)).

Let \( v \in H^1(\Omega \setminus \Gamma_1) \). We denote \( t^\pm_i v \) the \( H^\frac{1}{2} \) traces of \( v \) on the two sides of \( \Gamma_i \). Namely, \( t^+_i v \) is the trace on \( \Gamma_i \) of \( v|_{\Omega^+_i} \).

We shall introduce also the jump of the traces on \( \Gamma_i \) as follows

\[ [v]_i = t^+_i v - t^-_i v. \]  

(3.3)
If, in addition, we have \( \Delta v \in L^2(\Omega \setminus \Gamma_1) \) then also the one-sided normal derivatives \( \partial_{\nu_+} v, \partial_{\nu_0} v, \partial_{\nu_-} v \) are defined in the distributional sense.

We also define

\[
[\partial_\nu v]_1 = \partial_{\nu_+} v - \partial_{\nu_-} v.
\]

**Theorem 3.2. (The integration by parts formula)** Let \( u_i \in H^1(\Omega \setminus \Sigma_i) \) be the solution to the problem (1.1) with \( \Sigma = \Sigma_i \), \( i = 1, 2 \).

Then, the following identity holds

\[
\int_{\partial \Omega} (\Lambda_1 - \Lambda_2)u_1 u_2 d\sigma = \int_{\Sigma_1 \setminus \Sigma_2} (u_2[\partial_{\nu_1} u_1] - \partial_{\nu_1} u_2) d\sigma + \int_{\Sigma_2 \setminus \Sigma_1} (u_2[\partial_{\nu_2} u_1] - \partial_{\nu_2} u_2) d\sigma + \int_{\Sigma_1 \cap \Sigma_2} (u_2[\partial_{\nu_2} u_1] - \partial_{\nu_2} u_2) d\sigma.
\]

The proof shall be given in Section 6.

**Remark 3.3.** Note that the integral on the left hand side of (3.5) should be properly interpreted as \( <(\Lambda_1 - \Lambda_2)u_1, u_2> \). Also, if \( \eta_i = \Lambda_i u_i \), \( i = 1, 2 \), we also have that the left hand side can be written as \( <\eta_i, (N_2 - N_1)\eta_2> \).

4 **Singular solutions**

In this section we shall discuss and state the upper bound and the lower bound for the function \( f \) introduced in (1.3) and we shall obtain our main result as a combination of the two latter bounds.

We begin by introducing the so called Robin function.

Fix \( \tilde{\Omega} \) such that \( \Omega \subset \subset \tilde{\Omega} \), we shall denote with \( R \) the Robin function (or Green’s function of third kind) associated to the problem (1.1).

\[
\begin{cases}
\Delta_x R(x,y) = -\delta(x-y) , & \text{in } \tilde{\Omega} \setminus \Sigma , \\
\partial_{\nu_0} R^+ (\cdot, y) - \gamma^+ (\cdot) R^+ (\cdot, y) = 0 , & \text{on } \Sigma^+ , \\
\partial_{\nu_0} R^- (\cdot, y) = -\frac{1}{|\partial \Omega|} , & \text{on } \partial \tilde{\Omega} ,
\end{cases}
\]

with \( y \in \tilde{\Omega} \setminus \Sigma \).

We shall denote with \( R_1 \) and \( R_2 \) the Robin functions solutions to (4.1) when \( \Sigma \) is replaced by \( \Sigma_1 \) and \( \Sigma_2 \) respectively.

Let us now define, for \( y, w \in \tilde{\Omega} \setminus \Sigma \)

\[
S_{\Sigma_1}(y, w) = \int_{\Sigma_1 \setminus \Sigma_2} (R_1(\cdot, y)[\partial_{\nu_1} R_1(\cdot, y)] - [R_1(\cdot, y)]_1 \partial_{\nu_1} R_1(\cdot, w) ) d\sigma + \int_{\Sigma_1 \cap \Sigma_2} [R_2(\cdot, y) \partial_{\nu_1} R_1(\cdot, y)]_1 d\sigma
\]

\[
S_{\Sigma_2}(y, w) = \int_{\Sigma_2 \setminus \Sigma_1} (R_1(\cdot, y)[\partial_{\nu_2} R_2(\cdot, w)] - [R_2(\cdot, w)]_2 \partial_{\nu_2} R_1(\cdot, y) ) d\sigma + \int_{\Sigma_1 \cap \Sigma_2} [R_1(\cdot, y) \partial_{\nu_2} R_2(\cdot, w)]_2 d\sigma
\]
note that clearly we have
\[ f(y, w) = S_{\Sigma_1}(y, w) - S_{\Sigma_2}(y, w) . \]  
(4.4)

By Theorem 3.2 we have that for every \( y, w \in \tilde{\Omega} \setminus \tilde{\Omega} \)
\[ f(y, w) = \int_{\partial\Omega} (\Lambda_1 - \Lambda_2)R_1(\cdot, y)R_2(\cdot, w)d\sigma . \]  
(4.5)

4.1 Upper bound on the function \( f \)

Given \( A, l > 0 \) we consider the cone
\[ C_l = \{ x = (x', x_n) : 0 < x_n < A l, |x'| + \frac{x_n}{A} < l \} \]  
(4.6)
and for any orthogonal transformation \( R \) and any point \( z \), we denote with
\[ RC_l(z) = RC_l + z , \]  
(4.7)
the rotated cone whose basis is centered in \( z \).

Given \( \gamma : [0,1] \to \Omega \cup \Omega \) a simple arc, we define the following set
\[ \gamma^l = \bigcup_{t \in [0,1]} B_l(\gamma(t)) \cup RC_l(\gamma(1)) . \]  
(4.8)

Denoting with \( P(\gamma^l) \) the vertex of the cone \( RC_l(\gamma(1)) \) and given \( 0 < r < r_0 \), we set
\[ V_l = \{ P(\gamma^l) : \gamma(0) \in \Gamma_r, \gamma^l \cap (\Sigma_1 \cup \Sigma_2) = \emptyset \} . \]  
(4.9)

**Lemma 4.1.** There exist \( d_0, l_0 > 0 \) such that if \( d_H(\Sigma_1, \Sigma_2) \leq d_0 \) and \( l \leq l_0 \) then
\[ \Sigma_1 \cup \Sigma_2 \subset \partial V_l . \]  
(4.10)

This Lemma will be proved in Section 7.
We shall use a variation of the Hausdorff distance which we call \( l \)–distance.

**Definition 4.2.** We define the \( l \)–distance \( d_l \) between \( \Sigma_1 \) and \( \Sigma_2 \) as follows
\[ d_l(\Sigma_1, \Sigma_2) = \max \left\{ \sup_{x \in \Sigma_1 \cap \partial V_l} \text{dist}(x, \Sigma_2) , \sup_{x \in \Sigma_2 \cap \partial V_l} \text{dist}(x, \Sigma_1) \right\} . \]  
(4.11)

Here, \( \sup_{x \in \Sigma_1 \cap \partial V_l} \text{dist}(x, \Sigma_2) \) is understood to be 0 if \( \Sigma_1 \cap \partial V_l = \emptyset \) and analogously for \( \sup_{x \in \Sigma_2 \cap \partial V_l} \text{dist}(x, \Sigma_1) \).

**Lemma 4.3.** There exist \( d_1, l_1, C > 0 \) satisfying \( 0 < d_1 \leq d_0 \), \( 0 < l_1 \leq l_0 \) such that, if \( d_H(\Sigma_1, \Sigma_2) > d_1 \) then
\[ d_l(\Sigma_1, \Sigma_2) \geq C > 0 . \]  
(4.12)

See Section 7 for a proof of this Lemma.
Proposition 4.4. Let $\Omega, \Sigma_1, \Sigma_2$ be the domain and the cracks satisfying the a-priori assumptions stated above and let $l_1 > 0$ be the quantity introduced in Lemma 6.9. Then, there exists a constant $C_1 > 0$ such that

$$d_H(\Sigma_1, \Sigma_2) \leq C_1 d_{l_1}(\Sigma_1, \Sigma_2).$$

(4.13)

This is an immediate consequence of the above two Lemmas, details can be found in Section 7.

With no loss of generality, we can assume that there exists a point $O \in \Sigma_1 \cap \partial V_{l_1}$ such that

$$d_{l_1} = d_{l_1}(\Sigma_1, \Sigma_2) = \text{dist}(O, \Sigma_2).$$

(4.14)

Proposition 4.5. Let $\Omega$ be the set in $\mathbb{R}^n$ satisfying the a-priori assumptions stated above. Let $l_1 > 0$ be the parameter introduced before and let $Q = P(\gamma_{\frac{l_1}{2}}) \in \partial V_{l_1}$ be the vertex of the cone $RC_{l_1}(\gamma_{(1)})$ for a given simple arc $\gamma$. Let $y = Q + h\tilde{\nu}$, where $\tilde{\nu}$ is the $RC_{l_1}(\gamma_{(1)})$ cone axis unit vector.

If, given $\varepsilon > 0$, we have

$$\|\Lambda_1 - \Lambda_2\|_{L(H^{\frac{n}{2}}(\partial \Omega), H^{-\frac{n}{2}}(\partial \Omega))} \leq \varepsilon$$

(4.15)

then for every $0 < h < \bar{h}$, we have

$$|f(y, y)| \leq C\varepsilon^{C' h^{p}}$$

(4.16)

where $0 < B < n-2$ and $\bar{h}, C, C', F > 0$ are constants depending on the a-priori data only.

Also, the proof of the above Proposition is postponed to Section 7.

4.2 Lower bound on the function $f$

Let us consider $O \in \Sigma_1 \cap \partial V_{l_1}$, the point in (4.14). We introduce a point $O' \in \Sigma_1$ which is defined as follows by distinguishing two cases.

- If $O \in \Sigma_1$ is such that $\text{dist}(O, \partial \Sigma_1) < \frac{d_{l_1}}{2}$, then we consider a point $O' \in \Sigma_1$ so that $\text{dist}(O, O') = \frac{d_{l_1}}{2}$. It follows that $\text{dist}(O', \partial \Sigma_1) \geq \frac{d_{l_1}}{2}$ and $\text{dist}(O', \Sigma_2) \geq \frac{d_{l_1}}{2}$.

- If $O \in \Sigma_1$ is such that $\text{dist}(O, \partial \Sigma_1) \geq \frac{d_{l_1}}{2}$ then we set $O' = O$.

Proposition 4.6. Let $\Omega$ be a domain in $\mathbb{R}^n$ satisfying the a-priori assumptions. Let $\Sigma_1, \Sigma_2$ be two cracks in $\Omega$ verifying the a-priori assumptions and $y = h\nu_1(O')$. Then for every $h$, $0 < h < \min\{r_0, r, \frac{c_0}{2}d_{l_1}, \frac{c_1}{2}d_{l_1}^p\}$ we have that

$$|f(y, y)| \geq c_1 h^{2-n} - c_2 |d_{l_1}^p - h|^{3-2n}$$

(4.17)

where $c = \min\{\frac{1}{2}, \frac{1}{2V_{l_1}(\partial)\langle \partial \rangle}\}, p = \frac{n-1+\alpha}{\alpha}$ and $c_0, c_1, c_2 > 0$ are constants depending on the a-priori data only.

The proof is deferred to Section 7.
4.3 Proof of the main Theorem

We now give the proof of our main result.

Proof of Theorem 2.4. By Proposition 8.3 and Proposition 4.6, we have, up to a possible replacing of the constant $C$ in (4.16), that

$$\frac{\varepsilon^C h^F}{h^{n-2}} \geq \frac{c_1}{C} h^{2-n} - \frac{c_4}{C} |d_1^p - h|^{3-2n}$$

(4.18)

where $c_4 = c_2 + c_3$. By choosing $h = q d_1^{\frac{n-2}{n+2}}$ we have that

$$\frac{c_1}{C} h^{2-n} - \frac{c_4}{C} |d_1^p - h|^{3-2n} \geq c_5 h^2 - n$$

(4.19)

with $q = \left(1 + \left(\frac{c_1}{C}\right)^{\frac{n-2}{n+2}}\right)^{\frac{1}{n-2}} \left(\frac{c_1}{C}\right)^{\frac{1}{n+2}}$ and $c_5 = \min\{\frac{1}{2}, \frac{c_1}{C}\}$. Hence by combining the last two inequalities we obtain

$$\varepsilon^C h^F > c_5 ,$$

(4.20)

from which follows that

$$C^F h^F \leq \left|\log(c_5)\right| \left|\log(\varepsilon)\right| .$$

(4.21)

Finally, by our choice of $h$ we can conclude that

$$d_1 \leq c_6 |\log(\varepsilon)|^{-n} ,$$

(4.22)

with $c_6 = (q^{-F} C_{n-1} |\log(c_5)|)^{n-2}$. and $\eta = \frac{n-2}{F(n-3)}$. The thesis follows by Proposition 4.4 with $C = c_6 C_1$. \hfill $\Box$

5 Proof of the regularity estimate

In this section we shall give the proof of the regularity property of the solution $u$ to (1.1) and its first order derivatives near the crack.

Proof of Theorem 3.1. By the arguments in [34, Chap. 3], $u$ is Hölder continuous with its first order derivatives up to $\Sigma$ except possibly at points of $\partial \Sigma$. The proof is based on the Moser iteration techniques (see for instance [22, Chap. 8]) and by well known regularity bounds for the Neumann problem [2, p. 667].

We now investigate the behavior of $u$ near the crack edge $\partial \Sigma$. Fix $x_0 \in \partial \Sigma$, up to a translation we may assume that $x_0 = 0$. Let us consider the following change of variables $y = \Phi(x)$

$$\begin{cases}
y'' = z'' , \\
y_{n-1} = x_{n-1} - \psi(x'') , \\
y_n = x_n - \varphi(x'', x_{n-1} - \psi(x'')) ,
\end{cases}$$

where $\varphi, \psi$ are the $C^{1,\alpha}$ functions introduced in previous section satisfying (2.2)-(2.4) and (2.20)-(2.22) respectively. The map $\Phi \in C^{1,\alpha}(B_{\eta_0}(0), \mathbb{R}^n)$ and its inverse $\Phi^{-1} \in C^{1,\alpha}(B_{\eta_0}(0), \mathbb{R}^n)$. 
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With respect to the new variables the crack coincides, within $B_{\frac{n\pi}{2\pi}}(0)$, with the half hyperplane \( \{y_n = 0, y_{n-1} < 0\} \).

Denoting with

\[
\hat{A}(y) = |\det D\hat{\Phi}^{-1}(y)|(D\hat{\Phi})(\hat{\Phi}^{-1}(y))(D\hat{\Phi})^T(\hat{\Phi}^{-1}(y)) ,
\]

\[
\hat{\gamma}^+(y) = \gamma^+(\hat{\Phi}^{-1}(y)) , \quad \hat{\gamma}^-(y) = \gamma^-(\hat{\Phi}^{-1}(y)) ,
\]

\[
v(y) = u(\hat{\Phi}^{-1}(y))
\]

we have that \( v \in H^1(B_{\frac{n\pi}{2\pi}}(0)) \) is a weak solution to the problem

\[
\begin{dcases}
\text{div}(\hat{A}(y)\nabla v(y)) = 0 , & \text{in } B_{\frac{n\pi}{2\pi}}(0) , \\
\hat{A}(y)\nabla v^\pm(y) \cdot \nu^\pm - \hat{\gamma}^\pm(y)v^\pm(y) = 0 , & \text{on } \hat{B}_{\frac{n\pi}{2\pi}}(0) ,
\end{dcases}
\]

where

\[
\hat{B}_{\frac{n\pi}{2\pi}}(0) = B_{\frac{n\pi}{2\pi}}(0) \setminus \{y_n = 0\}
\]

and

\[
\hat{B}_{\frac{n\pi}{2\pi}}^-(0) = \hat{B}_{\frac{n\pi}{2\pi}}(0) \cap \{y_{n-1} < 0\}
\]

and \( \nu^+ = (0, \ldots, 0, -1) , \nu^- = (0, \ldots, 0, 1) \).

We introduce the following system of variables \( z = \hat{\Psi}(y) \)

\[
\begin{align*}
z'' & = y'' , \quad r = \sqrt{y_{n-1}^2 + y_n^2} \\
z_{n-1} & = \sqrt{\frac{r(r + y_{n-1})}{2}} \\
z_n & = \text{sign}(y_n)\sqrt{\frac{r(r - y_{n-1})}{2}},
\end{align*}
\]

For the reader’s convenience we express both systems of variables in cylindrical coordinates also

\[
y = (y'', r \cos \theta, r \sin \theta)
\]

and

\[
z = (y'', r \cos \tfrac{\theta}{2}, r \sin \tfrac{\theta}{2})
\]

with \( 0 < r < \frac{r_n \sqrt{n}}{8\pi} , \ -\pi \leq \theta < \pi , \ -\frac{r_n \sqrt{n}}{8\pi} < h_i < \frac{r_n \sqrt{n}}{8\pi} , \ i = 1, \ldots, n-2 \).

The underlying idea here relies on mapping through \( \hat{\Psi} \) the set \( \hat{B}_{\frac{n\pi}{2\pi}}^+(0) \) into the half ball \( B_{\frac{n\pi}{2\pi}}^+(0) = \{z \in B_{\frac{n\pi}{2\pi}}(0) : z_{n-1} > 0\} \) so that the two side of the \( \hat{B}_{\frac{n\pi}{2\pi}}^-(0) \) are mapped into the flat part of \( B_{\frac{n\pi}{2\pi}}^+(0) \) (see also [9, Remark C.3.1]).

Moreover it can be verified that the map \( \hat{\Psi} \in W^{1,\infty}(\hat{B}_{\frac{n\pi}{2\pi}}(0), \mathbb{R}^n) \) and \( \hat{\Psi}^{-1} \in W^{1,\infty}(\hat{B}_{\frac{n\pi}{2\pi}}^+(0), \mathbb{R}^n) \).

Setting

\[
\hat{B}(y) = |\det D\hat{\Psi}^{-1}(y)|(D\hat{\Psi})(\hat{\Psi}^{-1}(y))\hat{A}(\hat{\Psi}^{-1}(y))(D\hat{\Psi})^T(\hat{\Psi}^{-1}(y)) ,
\]

\[
\hat{\gamma}(z) = \begin{cases}
\hat{\gamma}^+(\hat{\Psi}^{-1}(z)) & \text{if } z_n > 0 , \\
\hat{\gamma}^-(\hat{\Psi}^{-1}(z)) & \text{if } z_n < 0 ,
\end{cases}
\]

\[
w(z) = v(\hat{\Psi}^{-1}(z))
\]
we have that $w \in H^1(B^+_\frac{r_0}{\sqrt{n}M}(0))$ is a weak solution to the problem

$$
\begin{cases}
\text{div}(\hat{B}(z)\nabla w(z)) = 0, & \text{in } B^+_\frac{r_0}{\sqrt{n}M}(0), \\
\hat{B}(z)\nabla w(z) \cdot \hat{\nu} - \bar{\gamma}(z) w(z) = 0, & \text{on } B^+_\frac{r_0}{\sqrt{n}M}(0) \cap \{\zeta_n = 0\},
\end{cases}
$$

(5.7)

where $\hat{\nu} = (0, \ldots, 0, -1, 0)$.

Observing that $\hat{B} \in L^\infty(B^+_\frac{r_0}{\sqrt{n}M}(0))$, $\bar{\gamma} \in L^\infty(B^+_\frac{r_0}{\sqrt{n}M}(0) \cap \{\zeta_n = 0\})$ and dealing again as in [34, Chap. 3] we infer that $w \in C^{0,\alpha}(B^+_\frac{r_0}{\sqrt{n}M}(0))$.

Finally, coming back to the former system of coordinates, we obtain the thesis. □

6 Integration by parts, proofs

In this Section we shall deal with the proof of our “Alessandrini identity” type formula tuned for the crack problem at hand.

**Lemma 6.1. (The divergence formula over $\Omega \setminus (\Gamma_1 \cup \Gamma_2)$)**

Let $F$ be a vector field such that $F \in C^1(\Omega \setminus (\Gamma_1 \cup \Gamma_2))$ and moreover $F \in C(\Omega_i^+)$ and $F \in C(\Omega_i^-)$ with $i = 1, 2$, then the following holds

$$
\int_\Omega \text{div} F dx = \int_{\Gamma_1 \setminus \Gamma_2} [F \cdot \nu_1] d\sigma(x) + \int_{\Gamma_2 \setminus \Gamma_1} [F \cdot \nu_2] d\sigma(x) + \int_{\Gamma_1 \cap \Gamma_2} [F \cdot \nu_1] d\sigma(x) + \int_{\partial \Omega} F \cdot \nu_e d\sigma(x).
$$

(6.1)

**Proof.** Given $0 < \rho < r_0$, we have that by the compactness of $\Omega$ we can find a finite number of points $P_i$, $i = 1, \ldots, N$ such that $\bigcup_{i=1}^N B_\rho(P_i)$ covers $\Omega$. Let us observe that due to the regularity hypothesis made on $\Gamma_i$, $i = 1, 2$, we can choose $\rho$ small enough so that on each ball $B_\rho(P_i)$ with $i = 1, \ldots, N$, $\Gamma_1$ and $\Gamma_2$ are separately graphs each with respect to a suitable reference system.

Let $\{\alpha_i\}_{i=1}^N$ be a smooth partition of unity subordinate to the open covering $\bigcup_{i=1}^N B_\rho(P_i)$, namely we are assuming that

i) $0 \leq \alpha_i \leq 1$, $\alpha_i \in C^\infty_0(B_\rho(P_i))$ , $i = 1, \ldots, N$ ;

ii) $\sum_{i=1}^N \alpha_i = 1$ on $\bigcup_{i=1}^N B_\rho(P_i)$.

Then, we have

$$
\int_\Omega \text{div} F dx = \sum_{i=1}^N \int_{B_\rho(P_i)} \text{div}(\alpha_i F) dx.
$$

(6.2)

The only interesting cases to consider are when $B_\rho(P_i)$ contains $\Gamma_1 \cap \Gamma_2$, whereas in the other ones the divergence theorem may be applied in a straightforward fashion. Let us fix a small aperture $\theta_0$ and let us distinguish two cases.
1. \( \forall x_0 \in B_{r_0}(P_i) \cap \Gamma \cap \Gamma_2 \) the tangent planes of \( \Gamma_1, \Gamma_2 \) at \( x_0 \) have an aperture \( \theta \geq \theta_0 \).

2. \( \exists x_0 \in B_{r_0}(P_i) \cap \Gamma \cap \Gamma_2 \) and the tangent planes of \( \Gamma_1, \Gamma_2 \) in \( x_0 \) form an aperture \( \theta < \theta_0 \).

Case 1. In such a case \( B_{r_0}(P_i) \setminus (\Gamma \cup \Gamma_2) \) is composed by finitely many Lipschitz domains and the divergence theorem can be used in each component separately. Note that the same occurs when \( \Gamma_1 \cap \Gamma_2 \cap B_{r_0}(P_i) = \emptyset \).

Case 2. In this situation, if one chooses \( \theta_0 \) and \( \rho \) sufficiently small in terms of \( r_0, M \) one obtain that there exists \( x \in \Gamma_1 \cap \Gamma_2 \cap B_{r_0}(P_i) \) such that \( \Gamma_1, \Gamma_2 \) are tangential at \( x \). In this case having chosen \( \rho \) sufficiently small, \( \Gamma_1 \) and \( \Gamma_2 \) are simultaneously graphs with respect to the same reference system. Moreover, we consider the following three domains.

\( a) \) \( U = \{(x', x_n) \in B_{r_0}(P_i) : x_n > \max\{\varphi_1(x'), \varphi_2(x')\}\} \);

\( b) \) \( I = \{(x', x_n) \in B_{r_0}(P_i) : \min\{\varphi_1(x'), \varphi_2(x')\} < x_n < \min\{\varphi_1(x'), \varphi_2(x')\}\} \);

\( c) \) \( L = \{(x', x_n) \in B_{r_0}(P_i) : x_n < \min\{\varphi_1(x'), \varphi_2(x')\}\} \).

Both \( U \) and \( L \) are Lipschitz domains. The set \( I \) may not be Lipschitz and disconnected, but it is a normal domain between Lipschitz graphs. Hence in all such sets the divergence theorem holds true.

Proof of Theorem 3.2. There exists a sequence of \( C^\infty_0(\mathbb{R}^n) \) functions \( \varphi_m, m \in \mathbb{N} \), satisfying the following properties. First, \( 0 \leq \varphi_m \leq 1 \), \( \varphi_m \) is identically equal to 1 in \( U^m \) and \( \varphi_m \) is identically equal to zero outside \( U_1^m \). Second, we have that

\[
|\nabla \varphi_m| \leq Cm \quad \|U_1^m\| \leq \frac{C}{m^2}
\]

(6.3)

and hence

\[
\int_{U_1^m} |\nabla \varphi_m(x)|^2 \leq C,
\]

(6.4)

where \( C > 0 \) is a constant depending on the a-priori data only.

We notice that

\[
\text{div}(u_2 \varphi_m \nabla u_1) = \nabla u_2 \cdot \nabla u_1 \varphi_m + \nabla u_2 \cdot \nabla \varphi_m u_1.
\]

(6.5)

We observe that \( \nabla u_1 \cdot \nabla \varphi_m \to 0 \) a.e. in \( \Omega \) as \( m \to \infty \) and also in \( L^1(\Omega) \) by dominated convergence. On the other hand we have

\[
\int_{\Omega} |\nabla u_2 \cdot \nabla \phi_m u_1| \leq \left( \int_{U_1^m} |\nabla \phi_m(x)|^2 \right)^{\frac{1}{2}} \left( \int_{U_1^m} u_1^2 \left| \nabla u_2(x) \right|^2 \right)^{\frac{1}{2}}.
\]

(6.6)

By the bound in (6.4) and observing that \( u_1^2 \left| \nabla u_2(x) \right|^2 \in L^1(\Omega) \) we can conclude by the absolute continuity of the integral that the right hand side of (6.6) tends to zero as \( m \to \infty \).
Hence we found that
\[
\int_{\Omega} \text{div}(u_2(x)\nabla u_1(x))dx = \lim_{m \to \infty} \int_{\Omega} \text{div}(u_2(x)(1 - \varphi_m)\nabla u_1(x))dx \quad (6.7)
\]
Using the divergence formula (6.1) with \( F = u_2(1 - \varphi_m)\nabla u_1 \) we get that
\[
\int_{\Omega} \text{div}(u_2(1 - \varphi_m)\nabla u_1(x))dx = \int_{\Gamma_1 \setminus \Gamma_2} [u_2(1 - \varphi_m)\partial_{\nu_1} u_1]d\sigma(x) + \\
+ \int_{\Gamma_2 \setminus \Gamma_1} [u_2(1 - \varphi_m)\partial_{\nu_2} u_1]d\sigma(x) + \int_{\Gamma_1 \cap \Gamma_2} [u_2(1 - \varphi_m)\partial_{\nu_1} u_1]d\sigma(x) + \\
\int_{\Omega} u_2(1 - \varphi_m)\partial_{\nu_1} u_1 d\sigma(x). \quad (6.8)
\]
Let \( S \) be any of the portions \( \Gamma_1 \setminus \Gamma_2, \Gamma_2 \setminus \Gamma_1, \Gamma_1 \cap \Gamma_2 \). We claim that
\[
\int_{\Omega} \varphi_m [u_2 \partial_{\nu_i} u_1]d\sigma(x) \to 0, \quad (6.9)
\]
with \( i = 2 \) if \( S = \Gamma_2 \setminus \Gamma_1 \) and with \( i = 1 \) in the remaining cases.

We observe that in order to prove our claim it sufficient to establish that \(|\nabla u_1| \in L^1(S)\). If \( \partial \Sigma_1 \cap S = \emptyset \) the integrability of \(|\nabla u_1|\) over \( S \) easily follows from Theorem 3.1. Let us then analyze the case when \( \partial \Sigma_1 \cap S \neq \emptyset \) and distinguish two situations.

i) \( \partial \Sigma_1 \) intersects \( S \) transversally;

ii) \( \partial \Sigma_1 \) intersects \( S \) tangentially.

We begin by analyzing the case i) and observing that in such a case the intersection \( V = \partial \Sigma_1 \cap S \) is a \((n - 3)\)–manifold. We can find a finite number of points \( P_i, \; i = 1, \ldots, N \) in \( V \) such that \( \bigcup_{i=1}^{\infty} B_{r_i}(P_i) \) covers \( V \), where \( r_i \) will be fixed later on. After a translation we may assume that \( P_i = 0 \) and fixing local coordinates, we can represent \( S \) as a graph of a \( C^{1,\alpha} \) function \( \varphi \) satisfying (2.1)-(2.4). Let \( \Phi \in C^{1,\alpha}(B_{r_0}(0), \mathbb{R}^n) \) be the map defined as follows
\[
\Phi(y', y_n) = (y', y_n + \varphi(y')) \quad (6.10)
\]
we have that there exists \( \theta_1, \theta_2, \theta_1 > 1 > \theta_2 > 0 \) constants depending on \( r_0 \) and \( M \) only such that for any \( r \in (0, \frac{r_0}{M}) \) it follows
\[
B_{\theta_2 r}(0) \subset \Phi(B_r(0)) \subset B_{\theta_1 r}(0). \quad (6.11)
\]
The inverse map \( \Phi^{-1} \in C^{1,\alpha}(B_{r_0}(0), \mathbb{R}^n) \) and it is defined by
\[
\Phi^{-1}(x', x_n) = (x', x_n - \varphi(x')). \quad (6.12)
\]
Moreover, by our assumptions on \( \partial \Sigma_1 \) and by the implicit function theorem we have that there exists \( \tilde{r} > 0 \) depending on the a-priori data only such that for any \( r \in (0, \tilde{r}) \)
\[
\Phi^{-1}(B_{\theta_2 r}(0) \cap V) \subset \{ y \in B_{r'}(0) : y_{n-1} = \psi_1(y_1, \ldots, y_{n-2}), \; y_{n-2} = \psi_2(y_1, \ldots, y_{n-3}) \},
\]
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where \( \psi_1 \in C^{1, \alpha}(B_2'(0), \mathbb{R}) \) and \( \psi_2 \in C^{1, \alpha}(B_3''(0), \mathbb{R}) \). In particular, when \( n = 3 \) the set \( \Phi^{-1}(B_{2\varepsilon}(0) \cap V) \) reduces to a single point.

Let \( \Psi \in C^{1, \alpha}(B_{3\varepsilon}^*(0), \mathbb{R}^{n-1}) \) be the map defined as follows

\[
\Psi(z'', z_{n-2}, z_{n-1}) = (z'' + \psi_2(z''), z_{n-2} + \psi_1(z'')) .
\]  

(6.13)

As before it can be proved that there exist constants \( \theta_3, \theta_4 \) such that \( \theta_3 > 1 > \theta_4 > 0 \) depending on \( r_0 \) and \( M \) only such that for any \( \rho \in (0, \frac{3}{4}) \) it follows that

\[
B_{\theta_4\rho}(0) \subset \Psi(B_{\rho}(0)) \subset B_{\theta_3\rho}(0) .
\]  

(6.14)

The inverse map \( \Psi^{-1} \in C^{1, \alpha}(B_{\rho}(0), \mathbb{R}^{n-1}) \) and it is defined by

\[
\Psi^{-1}(y'', y_{n-2}, y_{n-1}) = (y'' - \psi_2(y''), y_{n-2} - \psi_1(y'')) .
\]  

(6.15)

Let \( x \) be a point in \( B_{\rho}(0) \), then by Theorem 3.1, we may infer that there exists a constant \( C_1 > 0 \) depending on the a-priori data only such that for any \( \bar{x} \in V \cap B_{\rho}(0) \) we have

\[
\frac{|u_1(x) - u_2(\bar{x})|}{|x - \bar{x}|} \leq C|x - \bar{x}|^{\alpha-1} \leq C_1 \text{dist}(x, V \cap B_{\rho}(0))^{\alpha-1} .
\]  

(6.16)

Let then \( x \) be a point in \( B_{\rho}(0) \cap S \) and let \( z' \in B_{\rho}^*(0) \) be such that \( x = \Phi(\Psi(z'), 0) \). Furthermore, let \( x_0 \in V \) be such that \( |x - x_0| = \text{dist}(x, V) \) with \( x_0 = \Phi(\Psi(z'', 0, 0), 0) \). We have that there exists constant \( C_2 > 0 \) depending on the a-priori data only such that

\[
|\nabla u_1(\Phi(\Psi(z'), 0))| \leq C_2|\Phi(\Psi(z'), 0) - \Phi(\Psi(z'', 0, 0), 0)|^{\alpha-1} .
\]  

Finally, by the \( C^{1, \alpha} \) regularity of \( \Phi^{-1} \) and \( \Psi^{-1} \) we can infer that there exists a constant \( C_3 > 0 \) depending on the a-priori data only such that

\[
|\nabla u_1(\Phi(\Psi(z'), 0))| \leq C_3(|z', 0| - (z'', 0)|^{\alpha-1} .
\]  

(6.17)

From the above estimate we deduce that there exists a constant \( C_4 > 0 \) depending on the a-priori data only such that

\[
\int_{B_{\rho}^*(0)} |\nabla u_1(\Phi(\Psi(z'), 0))|dz' \leq C_4 .
\]  

(6.18)

Hence choosing \( \hat{r} = \theta_2\theta_3\frac{r}{10M} \) and by a covering argument, we obtain that

\[
\int_S |\nabla u_1(x)|dx < \infty .
\]  

(6.19)

We now treat the case ii). Since in this case the intersection \( \partial \Sigma_1 \cap S \) might be an irregular set, we find convenient to consider the orthogonal projection operator \( \Pi : \partial \Gamma_1 \rightarrow S \) and we define \( W = \Pi(\partial \Gamma_1) \) which is an \( (n - 2) \)- manifold. As before, we can find a finite number of points \( P_i, i = 1, \ldots, N \) in \( W \) such that \( \bigcup_{i=1}^N B_r(P - i) \) covers \( W \), where \( \hat{r} \) will be chosen later on. Dealing as before we can locally flatten the hypersurface \( S \) by the diffeomorphism \( \Phi \).
Furthermore, by our hypothesis on $\partial \Sigma_1$ we have that there exists $\tilde{r} > 0$ depending on the a-priori data only such that for any $r \in (0, \tilde{r})$ we have

$$\Phi^{-1}(B_{\theta_2 r}(O) \cap W) \subset \{ y' \in B'_r(0) : y_{n-1} = \tilde{\psi}(y_1, \ldots, y_{n-2}) \} \quad (6.20)$$

where $\tilde{\psi} \in C^{1,\alpha}(B''_R(0), \mathbb{R})$.

Let $\tilde{\psi} \in C^{1,\alpha}(B''_C, \mathbb{R}^{n-1})$ be the map defined as follows

$$\tilde{\psi}(z'', z_{n-1}) = (z'', z_{n-1} + \tilde{\psi}(z'')) \quad (6.21)$$

There exist constants $\theta_5, \theta_6$ such that $\theta_5 > \theta_6 > 0$ depending on $r_0$ and $M$ only such that for any $\rho \in (0, \frac{\tilde{r}}{4})$ it follows that

$$B'_{\theta_6 \rho}(0) \subset \tilde{\psi}(B'_\rho(0)) \subset B'_{\theta_5 \rho}(0) \quad (6.22)$$

The inverse map $\tilde{\Phi^{-1}} \in C^{1,\alpha}(B'_\rho, \mathbb{R}^{n-1})$ and it is defined by

$$\tilde{\Phi}^{-1}(y'', y_{n-1}) = (y'', y_{n-1} - \tilde{\psi}(y'')) \quad (6.23)$$

Let then $x$ be a point in $B_{\frac{\tilde{r}}{4}}(0) \cap S$ and let $y \in B_{\frac{\tilde{r}}{8}}(0) \cap \partial \Gamma_1$. Arguing as for case i) we can deduce by Theorem 3.1 that there exists a constant $C_5 > 0$ depending on the a-priori data only such that

$$|\nabla u_1(x)| \leq C_5 |x - y|^{\alpha - 1} \leq C_5 |x - \Pi(y)|^{\alpha - 1} \leq C_5 \text{dist}(x, W \cap B_{\frac{\tilde{r}}{8}}(0))^{\alpha - 1} \quad (6.24)$$

Hence let $z' \in B_{\frac{\tilde{r}}{4}}(0)$ be such that $x = \Phi(\tilde{\psi}(z'), 0)$ and let $y_0 \in W$ be such that $\text{dist}(x, W \cap B_{\frac{\tilde{r}}{8}}(0)) = |x - y_0|$ with $y_0 = \Phi(\tilde{\psi}(z'', 0), 0)$, then we have that there exists a positive constant $C_6 > 0$ depending on the a-priori data only such that

$$|\nabla u_1(\Phi(\tilde{\psi}(z'), 0))| \leq C_6 (|z', 0| - |z'', 0, 0|)^{\alpha - 1}. \quad (6.25)$$

Hence dealing as for the case i) and fixing the radius $\tilde{r} = \theta_2 \theta_0 \frac{\bar{r}}{768\pi}$ we get that this also in this situation $|\nabla u_1(x)| \in L^1(S)$.

Hence, our claim (6.9) is proved. Combining (6.7), (6.8) and (6.9) we get that

$$\int_{\partial \Omega} (\partial_{u_i} u_1 u_2 - \partial_{u_1} u_2 u_i) d\sigma = \int_{\partial \Omega} (u_2[\partial_{\nu_i} u_1]_1 - [u_1]_1 \partial_{\nu_2} u_2) d\sigma + (6.26)$$

Noticing that the integrals over $\Gamma_i \setminus \Sigma_i$, $i = 1, 2$ cancel each other since $[u_i]_1$ and $[\partial_{u_i}]_1$ vanish there, the formula (6.26) can be simplified as follows

$$\int_{\partial \Omega} (\partial_{u_i} u_1 u_2 - \partial_{u_2} u_2 u_1) d\sigma = \int_{\partial \Omega} (u_2[\partial_{\nu_i} u_1]_1 - [u_1]_1 \partial_{\nu_2} u_2) d\sigma + (6.27)$$

Finally, the desired identity follows by selfadjointness of the Dirichlet to Neumann map $\Lambda : H^\frac{1}{2}(\partial \Omega) \rightarrow H^{-\frac{1}{2}}(\partial \Omega)$. 

\[\square\]
7 Proof of Proposition 4.5

In this section we shall provide the proof of the Proposition 4.5 together with the related auxiliary results stated in Section 4.

7.1 The l-distance

Proof of Lemma 4.1. We give a sketch of the proof based on three steps.

1. Being $\Sigma_i$, $i = 1, 2$ contained into a $C^{1,\alpha}$ hypersurface $\Gamma_i$, $i = 1, 2$ and by the arguments carried over in [7, Proposition 3.6] we may infer that there exist number $d_0, \rho_0, d_0 > 0, 0 < \rho_0 < r_0$ for which the ratio $\frac{d_0}{\rho_0}, \frac{d_0}{r_0}$ only depend on $\alpha$ and $M$, such that if we have

$$d_H(\Sigma_1, \Sigma_2) \leq d_0 \quad (7.1)$$

then for any $P \in \Sigma_1$ we have that

$$\Gamma_i \cap B_{\rho_i}(P) = \{x \in B_{\rho_i}(P) \text{ s.t. } x_n = \varphi_i(x')\} \quad , \quad i = 1, 2 \quad (7.2)$$

and $\|\varphi_1 - \varphi_2\|_{C^1(\rho_i(P))} \leq Cr_0^{\frac{\alpha}{2}}d_0^{\frac{\alpha}{2}}$, where $C > 0$ depends on $\alpha$ and $M$ only.

Moreover, the functions max{$\varphi_1, \varphi_2$} and min{$\varphi_1, \varphi_2$} are Lipschitz with Lipschitz constants bounded by $L = 2M + Cr_0^{\frac{\alpha}{2}}d_0^{\frac{\alpha}{2}}$.

2. We recall that in our regularity hypothesis for any $P \in \Sigma_i$, $i = 1, 2$ we can define two unit normals $\nu_i(P)$ and $-\nu_i(P)$ with $i = 1, 2$ according with the criterion stated in Section 3. Moreover, for any point $P \in \Sigma_i$, $i = 1, 2$ we can find a set $\gamma_i^{\alpha}$ with $A = \frac{1}{2M}$ so that $\Sigma_i \cap \gamma_i^{\alpha} = \emptyset$ and the axis of the cone $RC_i^{\alpha}$ (within $\gamma_i^{\alpha}$) is oriented along $\nu_i(P)$, $i = 1, 2$. The same holds true for the unit normal $-\nu_i(P)$ $i = 1, 2$.

3. Let us assume that $d_H(\Sigma_1, \Sigma_2) \leq d_0$ and let $P \in \Sigma_1 \cup \Sigma_2$, say for instance $P \in \Sigma_1$. Without loss of generality, we may assume that in the local representation of $\Sigma_1$ and $\Sigma_2$ as relative graphs $P$ belongs to the graph of max{$\varphi_1, \varphi_2$}. We notice that up to replacing $\frac{\alpha}{2}$ with $l_0 = \min\{\frac{\alpha}{2}, \frac{\alpha}{4}\}$ and $A$ with $\frac{1}{2M}$ we have that the set $\gamma_1^{l_0}$ introduced in the previous step is such that $\gamma_1^{l_0} \cap \Sigma_2 = \emptyset$ and this concludes the proof.

□

Proof of Lemma 4.3. Let $d_1 = \min\{\frac{d_0}{\rho_0}, \frac{d_0}{r_0}\}$. If $d_H(\Sigma_1, \Sigma_2) \geq d_1$ then without loss of generality we may infer that there exists $Q \in \Sigma_2 \cap (E_{1,t})_i$. We can find a continuous path $\gamma : [0, 1] \rightarrow E_{1,t}$ such that $\gamma(0) \in \Gamma_r$ and $\gamma(1) = Q$. Let now $Q' = \gamma(t)$ with $t = \inf\{t : \gamma(t) \notin \Sigma_{2i_1}\}$ and let $P' \in \Sigma_2$ such that $|P' - Q'| \leq l_1$ with $l_1 = \min\{\frac{d_0}{\rho_0}, \frac{d_0}{r_0}\}$. Furthermore, let us denote with $\gamma'$ the restriction to $[0, t]$ of $\gamma$. Up to a possible replacement of the constant $l_1$ we have that $P' \in \partial V_{l_1}$ (where the construction of such a $V_{l_1}$ is based on the path $\gamma'$ and $A = \frac{1}{2M}$). Finally we get

$$\text{dist}(P', \Sigma_1) \geq d_1 - l_1 > 0 \quad (7.3)$$
which implies that
\[ d_i(\Sigma_1, \Sigma_2) \geq d_1 - l_1 > 0. \] (7.4)

The thesis follows with \( C = d_1 - l_1 \). \qed

**Proof of Proposition 4.4.** We distinguish two cases

1. \( d_H(\Sigma_1, \Sigma_2) \leq d_0 \),
2. \( d_H(\Sigma_1, \Sigma_2) > d_0 \),

where \( d_0 \) is the constant introduced in Lemma 6.9.

**Case 1.** In such a case we have by Lemma 6.9 that \( \Sigma_i \cap \partial V_i = \Sigma_i, \ i = 1, 2 \) and hence \( d_H(\Sigma_1, \Sigma_2) = d_0(\Sigma_1, \Sigma_2) \).

**Case 2.** In this situation we have that being \( d_H(\Sigma_1, \Sigma_2) > d_1 \), by Lemma 4.3 we can infer that \( d_i(\Sigma_1, \Sigma_2) > C \). Hence we get
\[ d_H(\Sigma_1, \Sigma_2) \leq \frac{d_H(\Sigma_1, \Sigma_2)}{C} d_i(\Sigma_1, \Sigma_2) \leq \frac{D}{C} d_1(\Sigma_1, \Sigma_2). \] (7.5)

where \( D \) is the a-priori bound on the diameter of \( \Omega \) introduced in (2.17). The thesis follows by choosing \( C_1 = \max \{ 1, \frac{D}{C} \} \). \qed

### 7.2 Proof of the upper bound on \( f \)

**Proof of Proposition 4.5** Let \( \gamma \) be the simple arc in the definition of \( V_{\frac{2}{3}} \) and let \( x_1 = \gamma(0) \in \Gamma_r \) with \( 0 < r < \frac{\rho}{16} \). Let us fix \( \bar{y} \in S_{\frac{2}{3}4r} \), where \( S_{\frac{2}{3}4r} \) is the set introduced before. Let us consider \( f(\bar{y}, \cdot) \) and let \( \gamma \) be the simple arc in the definition of \( V_{\frac{2}{3}} \), then we have that
\[ \Delta_w f(\bar{y}, w) = 0 \quad \text{in} \quad \Omega^c_{\frac{2}{3}} \] (7.6)

For \( w \in S_{\frac{2}{3}4r} \), by (2.24), (4.5) and (8.19)
\[ |f(\bar{y}, w)| \leq C\|\Lambda_1 - \Lambda_2\| = Ca. \] (7.7)

By the three spheres inequality for supremum norms of harmonic function we have that there exists a constant \( 0 < \tau < 1 \) such that
\[ \|f(\bar{y}, \cdot)\|_{L^\infty(B, \frac{2}{3}r(x_1))} \leq \|f(\bar{y}, \cdot)\|^\tau_{L^\infty(B, \frac{2}{3}r(x_1))} \|f(\bar{y}, \cdot)\|^{1-\tau}_{L^\infty(B, \frac{2}{3}r(x_1))}. \] (7.8)

We consider a point \( \bar{w} \) lying on the arc \( \gamma \) and such that \( \bar{w} \in \gamma^{\frac{1}{2}} \setminus B_{4\beta}(Q) \). Let us define \( \{x_i\}, \ i = 1, \ldots, s \) as follows, \( x_1 \) it has been already introduced, \( x_{i+1} = \gamma(t_i) \) where \( t_i = \max\{t : |\gamma(t) - x_i| = r\} \) if \( |x_i - \bar{w}| > r \), otherwise let \( i = s \) and stop the process. By construction, the balls \( B_{\frac{2}{3}}(x_i) \) are pairwise disjoint, \( |x_{i+1} - x_i| = r \) for \( i = 1, \ldots, s - 1 \), \( |x_s - \bar{w}| \leq r \). By (2.17) we have that there exists a positive constant \( \beta \) depending on the a priori data only such that \( s < \beta \). An iterated use of the three spheres inequality for \( f(\bar{y}, \cdot) \) gives that for any \( 0 < \rho < r \) we have
\[ \|f(\bar{y}, \cdot)\|_{L^\infty(B, \frac{2}{3}r(x_1))} \leq \|f(\bar{y}, \cdot)\|^\tau_{L^\infty(B, \frac{2}{3}r(x_1))} \|f(\bar{y}, \cdot)\|^{1-\tau}_{L^\infty(B, \frac{2}{3}r(x_1))}. \] (7.9)
We observe that for $w \in \gamma^{\frac{n}{2}} \setminus B_{2h}(Q)$ we have that
\[
|S_{\Sigma_1}(\bar{y}, w)| \leq \int_{\Sigma_1 \setminus \Sigma_2} \left( |R_2(x, w)[\partial_{\nu_1} R_1(x, \bar{y})]| + ||R_1(x, \bar{y})||_1 \partial_{\nu_1} R_2(x, w) \right) |d\sigma + \\
+ \int_{\Sigma_1 \cap \Sigma_2} ||R_2(x, w) \partial_{\nu_1} R_1(x, \bar{y})||_1 |d\sigma(x) | \leq \\
C \left( \int_{\Sigma_1 \setminus \Sigma_2} (|x-w|^{2-n} + |x-w|^1) |d\sigma(x) + \int_{\Sigma_1 \cap \Sigma_2} |x-w|^{2-n} d\sigma(x) \right) \leq \\
\leq C h^{-1}. \tag{7.10}
\]
Similarly, we get $|S_{\Sigma_2}(\bar{y}, w)| \leq C h^{-1}$. Then we can conclude that
\[
|f(\bar{y}, w)| \leq C h^{-1} \text{ for any } w \in \gamma^{\frac{n}{2}} \setminus B_{2h}(Q). \tag{7.11}
\]
Hence, we have that by (7.7) and (7.11)
\[
\|f(\bar{y}, \cdot )\|_{L^{\infty}(\mathbb{R}^n \setminus \{w\})} \leq C e^{\gamma \tau h^{\tau-1}}. \tag{7.12}
\]
We introduce the following set of quantities for $k \geq 2$
\[
\theta = \arctan \left( \frac{1}{2A} \right), \quad \theta_1 = \arctan \left( \frac{1}{4A} \right), \tag{7.13}
\]
\[
\lambda = \frac{1 - \sin(\theta_1)}{1 + \sin(\theta_1)}, \tag{7.14}
\]
\[
\lambda_1 = \min \left\{ \frac{r_0}{1 + \sin(\theta)}, \frac{r_0}{3 \sin(\theta)} \right\}, \quad \lambda_k = \chi \lambda_{k-1} \tag{7.15}
\]
\[
\rho_1 = \lambda_1 \sin(\theta_1), \quad \rho_k = \chi \rho_{k-1} \tag{7.16}
\]
\[
w_1 = Q + \lambda_1 \nu, \quad w_k = Q + \lambda_k \nu. \tag{7.17}
\]
By repeating the argument outlined in [10, Proposition 3.5] (see also [7]) and based on iterative application of the three spheres inequality over a chain of balls $B_{\rho_1}(w_1), \ldots, B_{\rho_k(r)}(w_{k(r)})$ within the cone we obtain that
\[
\|f(\bar{y}, \cdot )\|_{L^{\infty}(\mathbb{R}^n \setminus \{w_{k(r)}\})} \leq C e^{\gamma \tau k(r)-1} h^{\tau-1}. \tag{7.18}
\]
where $k(r)$ is an integer such that $k(r) \sim \frac{\log(\frac{1}{\epsilon})}{\log \log \gamma}$ with $0 < r < \min \{ \frac{M}{h}, r_0 \}$. Let us now consider $f(y, w)$ as a function of $y$. First, we observe that
\[
\Delta_y f(y, w) = 0 \text{ in } \Omega_{2h}^c, \text{ for any } w \in \Omega_{2h}^c. \tag{7.19}
\]
For $y, w \in \gamma^{\frac{n}{2}} \setminus B_{2h}(Q), y \neq w$ we have that
\[
|S_{\Sigma_1}(y, w)| \leq \int_{\Sigma_1 \setminus \Sigma_2} |R_2(x, w)[\partial_{\nu_1} R_1(x, y)]| + ||R_1(x, y)||_1 \partial_{\nu_1} R_2(x, w) |d\sigma + \\
+ \int_{\Sigma_1 \cap \Sigma_2} ||R_2(x, w) \partial_{\nu_1} R_1(x, y)||_1 |d\sigma(x) | \leq \\
\leq C \int_{\Sigma_1 \setminus \Sigma_2} |x-w|^{2-n} |x-y|^{2-n} + |x-y|^{2-n} |x-w|^{1-n} d\sigma(x) + \\
\leq C \int_{\Sigma_1 \cap \Sigma_2} |x-w|^{2-n} |x-y|^{2-n} d\sigma(x) + 
\]
Moreover, dealing as in Proposition 8.3 we get
\[
|S_{x_i}(y, w)| \leq \begin{cases} 
  h^{-1} \log |y - w| & \text{if } n = 3, \\
  h^{-1}|y - w|^{3-n} & \text{if } n > 3.
\end{cases} 
\]  
(7.20)

and similarly for \( S_{x_j}(y, w) \). Therefore,
\[
|f(y, w)| \leq \begin{cases} 
  h^{-1} \log |y - w| & \text{if } n = 3, \\
  h^{-1}|y - w|^{3-n} & \text{if } n > 3.
\end{cases} 
\]  
(7.21)

with \( y, w \in \gamma_{\frac{1}{2}} \setminus B_h(Q) \). Moreover, for \( y \in S_{x_A r} \) and \( w \in \gamma_{\frac{1}{2}} \setminus B_h(Q) \) using (7.18) we have
\[
|f(y, w)| \leq C\tau^{-s} e^{\frac{1}{2}h^{-\frac{1}{2}}}. 
\]  
(7.22)

Proceeding as before, let us fix \( w \in \gamma_{\frac{1}{2}} \) such that \( \text{dist}(w, Q) = h \) and \( \tilde{y} \in S_{x_A r} \). Again, taking \( y_1 = Q + \lambda_1 \tilde{v} \) and using iteratively the three spheres inequality we have
\[
\|f(\cdot, w)\|_{L^\infty(B_{\frac{1}{2}\varrho}(y_1))} \leq \|f(\cdot, w)\|_{L^\infty(B_{\frac{1}{2}\varrho}(\tilde{y}))} \|f(\cdot, w)\|_{L^\infty(\gamma_{\frac{1}{2}} \setminus B_{2\varrho}(Q))} (7.23)
\]

where \( \tau \) and \( s \) are the numbers established previously. We now distinguish two cases

\[ i) \ n = 3 \]
\[ ii) \ n > 3 \]

We begin by analyzing the case \( i) \).

By combining (7.21), (7.22) and (7.23) we have
\[
\|f(\cdot, w)\|_{L^\infty(B_{\frac{1}{2}\varrho}(y_1))} \leq Ch^{\frac{1}{2}\tau^{-1}} |\log h|^{1-\tau^s} e^{\frac{1}{2}\tau^{2s}(k_h)^{-1}}. 
\]  
(7.24)

We observe that for \( h \) sufficiently small we have that \( |\log h|^{1-\tau^s} \leq h^{-\frac{1}{2}\tau^{2s}}. \) And hence from the above estimate we deduce that
\[
\|f(\cdot, w)\|_{L^\infty(B_{\frac{1}{2}\varrho}(y_1))} \leq Ch^{\frac{1}{2}\tau^{2s}-1} e^{\frac{1}{2}\tau^{2s}(k_h)^{-1}}. 
\]  
(7.25)

Once more, we apply iteratively the three spheres inequality over a chain of balls contained in the cone \( RC_{\frac{1}{4}}(\gamma(1)) \) and we obtain
\[
\|f(y, w)\|_{L^\infty(B_{\frac{1}{2}\varrho}(y_h)))} \leq Ch^{\frac{1}{2}\tau^{2s}-1} (1-\tau^s(k_h)^{-1}) e^{\frac{1}{2}\tau^{2s}(k_h)^{-1}}. 
\]  
(7.26)

From the above inequality, choosing \( y = w = Q + 2h\tilde{v} \) we have that
\[
|f(y, y)| \leq Ch^{-B e^{\frac{1}{2}\tau^{2s}2(k_h)^{-1}}} 
\]  
(7.27)

where \( B = 1 - \frac{1}{2}\tau^{2s} \). We observe that, for \( 0 < h < c r_0 \) with \( 0 < c < 1 \) depending on the a-priori data only, we have \( k(h) \leq c |\log h| = -c \log h \), so we deduce that
\[
\tau^{2s} \geq \exp(-2c \log h \log \tau) = h^{F} 
\]
with $F = 2c \log \tau$.

Finally we obtain that
\[
|f(y, y)| \leq h^{-B} e^{\tau^{2\beta - 2} (h^{-2} - 2)} \leq Ch^{-\tau^{2\beta - 2} h^\nu}.
\]
(7.28)

Hence the thesis follows with $\bar{h} = c r_0$, $C' = \tau^{2\beta - 2}$.

For the case $ii)$ the estimate (7.28) holds true with $B = n - 2 - \tau^\beta (n - 3) - \tau^{2\beta}$ the other constants remaining the same and can be achieved by adapting the argument above.

\[\Box\]

8 Proof of Proposition 4.6

We premise the proof of Proposition 4.6 with several preliminary results.

Lemma 8.1. There exists a constant $C > 0$ depending on the a-priori data only, such that the weak solution $v \in H^1(\Omega \setminus \Sigma)$ to the problem
\[
\begin{cases}
\Delta v = 0, & \text{in } \Omega \setminus \Sigma, \\
\partial_\nu v = 1, & \text{on } \partial \Omega, \\
\partial_\nu \pm v^\pm = \gamma^\pm v^\pm = 0, & \text{on } \Sigma^\pm.
\end{cases}
\]
(8.1)
is such that $v(x) \geq C$ in $\Omega$.

Proof. The existence and the uniqueness of the weak solution $v \in H^1(\Omega \setminus \Sigma)$ to the problem (8.1) is a consequence of standard theory on the boundary value problem for the Laplace equation and the non negativity of the coefficients $\gamma^+$ and $\gamma^-$. We understand that $v$ satisfies
\[
\int_{\Omega \setminus \Sigma} \nabla v \cdot \nabla \varphi \, dx + \int_{\Sigma} \gamma^+ v^+ \varphi^+ \, d\sigma + \int_{\Sigma} \gamma^- v^- \varphi^- \, d\sigma = \int_{\partial \Omega} \varphi \, d\sigma
\]
(8.2)
for any $\varphi \in H^1(\Omega \setminus \Sigma)$.

Let $v_- \in H^1(\Omega \setminus \Sigma)$ be the negative part of $v$, namely $v_- = - \min \{v, 0\}$.

Choosing $\varphi = v_-$ in (8.2) we have that
\[
\int_{\Omega \setminus \Sigma \cap \{v \leq 0\}} |\nabla v_-|^2 \, dx + \int_{\Sigma \cap \{v \leq 0\}} \gamma^+ |v^+|^2 \, d\sigma + \int_{\Sigma \cap \{v \leq 0\}} \gamma^- |v^-|^2 \, d\sigma \leq 0.
\]
(8.3)

Then by the Poincaré inequality we deduce that $v_- \equiv 0$ a.e. in $\Omega$ and hence $v(x) \geq 0$ a.e. in $\Omega$.

Let $x_0 \in \partial (\Omega \setminus \Sigma)$ be such that $\min_{x \in \Sigma} v(x) = v(x_0)$.

As a consequence of the Giraud’s maximum principle (see [23, Theorem 5]) we have that $x_0 \in \Sigma$. Without loss of generality, we may assume that if $x_0 \in \Sigma$ then $\min_{x \in \Sigma} v(x) = v^+(x_0)$.

Let us denote for any $0 < \rho < r_0$ with
\[
\Delta_\rho(x_0) = \begin{cases}
B_\rho(x_0) \cap \Omega^+ & \text{if } x_0 \in \Sigma \\
B_\rho(x_0) \setminus \Sigma & \text{if } x_0 \in \partial \Sigma.
\end{cases}
\]
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By the weak Harnack inequality at the boundary (see [35, Lemma 3.2]) and by
the non negativity of \( v \) we have that there exist a radius \( \tilde{r} \), \( 0 < \tilde{r} < r_0 \) and a
constant \( C > 0 \) depending on the a-priori data only such that for any \( 0 < \rho < \tilde{r} \)
we have
\[
v(x_0) = \min_{x \in \Delta_{\rho}(x_0)} v(x) \geq C \| v \|_{L^2(\Delta_{\rho}(x_0))} \cdot
\] (8.4)
Moreover, dealing as in the proof of Lemma 3.3 of [35] and relying on an iter-
ated use of the Harnack inequality we can conclude that there exists a constant
\( C > 0 \) depending on the a priori data only such that \( v(x_0) \geq C \). □

We now introduce the following notion. Let \( \gamma_1 > 0 \) be a constant. We shall
refer to \( R_\Omega \) as the following Robin function
\[
\begin{cases}
\Delta_x R_\Omega(x,y) = -\delta(x-y), & \text{in } \Omega \setminus \Sigma, \\
\partial_\nu R_\Omega(\cdot,y) + \gamma_1 R_\Omega(\cdot,y) = 0, & \text{on } \partial \Omega, \\
\partial_\nu^+ R_\Omega^\pm(\cdot,y) - \gamma_1^\pm R_\Omega(\cdot,y) = 0, & \text{on } \Sigma^\pm,
\end{cases}
\] (8.5)
with \( y \in \Omega \setminus \Sigma\).

**Lemma 8.2.** Let \( R \) be the solution to (4.1) and let \( 0 < r < r_0, \ y \in \Omega \setminus \Sigma \) be
such that \( B_{2r}(y) \subset \Omega \setminus \Sigma \) and \( \text{dist}(y, \partial \Omega) > r_0 \). Then there exists a constant
\( c_r > 0 \) depending on the a-priori data and on \( r \) only such that
\[
\| R(\cdot,y) \|_{L^\infty(\Omega \setminus B_r(y))} \leq c_r.
\] (8.6)

**Proof.** Let \( f \in L^{\frac{n+1}{n-1}}(\Omega) \) and let \( u \in H^1(\Omega \setminus \Sigma) \) be the weak solution to
\[
\begin{cases}
\Delta u = f, & \text{in } \Omega \setminus \Sigma, \\
\partial_\nu u + \gamma_1 u = 0, & \text{on } \partial \Omega, \\
\partial_\nu^+ u^\pm - \gamma_1^\pm u^\pm = 0, & \text{on } \Sigma^\pm.
\end{cases}
\] (8.7)
By Green’s second formula the solution \( u \) can be represented as follows
\[
u(y) = -\int_{\Omega} R_\Omega(x,y)f(x)dx
\] (8.8)
where \( y \in \Omega \setminus \Sigma \). By the argument in [22, Section 8.5] it follows that there exists a constant
\( C > 0 \) depending on the a-priori data only such that
\[
\| u \|_{L^\infty(\Omega \setminus \Sigma)} \leq C \left( \| u \|_{L^2(\Omega \setminus \Sigma)} + \| f \|_{L^{\frac{n+1}{n-1}}(\Omega \setminus \Sigma)} \right).
\] (8.9)
Moreover combining the weak formulation of problem (8.7), the Poincaré and the Hölder inequalities we have that there exists a constant \( C > 0 \) depending on the a-priori data only such that
\[
\| u \|_{L^2(\Omega \setminus \Sigma)}^2 \leq C \| f \|_{L^{\frac{n+1}{n-1}}(\Omega \setminus \Sigma)} \cdot \| u \|_{L^{\frac{n+1}{n-1}}(\Omega \setminus \Sigma)}^2.
\] (8.10)
Furthermore, being \( 1 < \frac{n+1}{n-1} < 2 \) we may infer that
\[
\| u \|_{L^2(\Omega \setminus \Sigma)} \leq C \| f \|_{L^{\frac{n+1}{n-1}}(\Omega \setminus \Sigma)}.
\] (8.11)
where $C > 0$ is a constant depending on the a-priori data only. Hence inserting the above estimate in (8.9) we get that

$$
\|u\|_{L^\infty(\Omega \setminus \Sigma)} \leq C \|f\|_{L^{n+1}_n(\Omega \setminus \Sigma)}.
$$

(8.12)

where $C > 0$ is a constant depending on the a-priori data only. Hence (8.8) and (8.12) yield to

$$
\|R(\cdot, y)\|_{L^{n+1}_n(\Omega \setminus \Sigma)} = \sup_{f \in L^{n+1}_n(\Omega \setminus \Sigma)} \left| \int_\Omega f(x) R_\Omega(x, y) dx \right|.
$$

Finally by the weak Harnack inequality (see [22, Section 8.6]), we have that there exists a constant $C_r$ depending on the a-priori data and on $r$ only such that

$$
\|R(\cdot, y)\|_{L^\infty(\Omega \setminus B_r(y))} \leq C_r \|R(\cdot, y)\|_{L^{n+1}_n(\Omega \setminus \Sigma)}.
$$

(8.13)

Combining (8.13) and (8.13) we obtain that

$$
\|R(\cdot, y)\|_{L^\infty(\Omega \setminus \Sigma)} \leq \tilde{C}_r
$$

(8.14)

where $\tilde{C}_r > 0$ is a constant depending on the a-priori data only. Finally let us now consider the harmonic function $u_\Omega(\cdot) = R(\cdot, y) - R_\Omega(\cdot, y)$ in $H^1(\Omega \setminus \Sigma)$. It follows that $u_\Omega$ solves

$$
\begin{cases}
\Delta u_\Omega = 0, & \text{in } \Omega \setminus \Sigma, \\
\partial_\nu u_\Omega = \partial_\nu R(\cdot, y) + \gamma_1 R_\Omega(\cdot, y), & \text{on } \partial \Omega, \\
\partial_{\nu^\pm} u_\Omega \pm \gamma_\pm u_\Omega \pm = 0, & \text{on } \Sigma^\pm.
\end{cases}
$$

(8.15)

By (8.14) and by standard asymptotic estimate on the gradient of $R(\cdot, y)$ we get

$$
\|\partial_\nu u_\Omega\|_{L^\infty(\partial \Omega)} \leq c_0^{1-n} + \gamma_0 \tilde{C}_r.
$$

(8.16)

Classical estimates for harmonic functions leads to the existence of a constant $C_r > 0$ depending on the a-priori data only such that

$$
\|u_\Omega\|_{L^\infty(\Omega \setminus \Sigma)} \leq C_r.
$$

(8.17)

Hence combining (8.14) and (8.17) we obtain the thesis.

We now introduce the following notion. Let $\gamma_0 \geq 0$ be a constant. We shall denote with $R_0$ the half space Robin function

$$
\begin{cases}
\Delta_2 R_0(x, y) = -\delta(x - y), & \text{in } \mathbb{R}^n \setminus \{x_n = 0\}, \\
\partial_{\nu^\pm} R_0^\pm(\cdot, y) - \gamma_0 R_0^\pm(\cdot, y) = 0, & \text{on } \{x_n = 0\},
\end{cases}
$$

(8.18)

with $y_n \neq 0$ and $\nu^+ = (0, \ldots, 0, -1)$ and $\nu^- = (0, \ldots, 0, 1)$.

**Proposition 8.3.** Let $\Sigma$ be a crack satisfying the a-priori assumption stated above. Let $\rho > 0$ and let $x \in \Sigma^\rho$. Then there exists a constant $c_1, c_2, c_3 > 0$ depending on the a-priori data only such that

$$
\rho
$$
\( |\nabla_z R(z, y)| \leq c_0 |z - y|^{1-n}, \quad (8.19) \)

for any \( y, z \in \mathbb{R}^n \).

ii) \[
|\nabla_z R(z, y) - \nabla_z R_0(z, y)| \leq \frac{c_2}{\bar{r}_0^{\alpha^2}} |z - y|^{1-n+\alpha^2},
\quad (8.21)
\]

for any \( z \in \Sigma \cap B_{\bar{r}_r}(x) \) and for any \( y = h \nu(x) \) with \( 0 < r < \bar{r}_0 \), \( 0 < h < \bar{r}_0 \) where \( \bar{r}_0 = c_3 \min\{r_0, \rho\} \) and \( \gamma_0 \) in (8.18) is such that \( \gamma_0 = \gamma^+(x) \).

**Proof.** Without loss of generality we may assume that \( x = 0 \). Let \( \rho_0 = \frac{1}{4} \min\{r_0, \text{dist}(x, \partial \Sigma)\} \) and let \( \Phi \in C^{1,\alpha}(B_{\rho_0}(x), \mathbb{R}^n) \) be the map introduced in Theorem 3.2. In particular we have that for any \( 0 < r < \frac{\rho_0}{4M} \) it follows
\[
\Omega_+ \cap B_{\theta_{2r}}(0) \subset \Phi(B_{\rho_0}(0)) \subset \Omega_+ \cap B_{\theta_{2r}}(0) \quad (8.22)
\]
where \( \theta_1 \) and \( \theta_2 \) are the constants mentioned in Theorem 3.2.

We divide the proof in two steps.

i) In the first step we shall prove that there exists a constant \( C_1 > 0 \) depending on the a-priori data only such that
\[
|\nabla_z R(z, y)| \leq C_1 |z - y|^{1-n} \quad \text{for every } \ z, y \in \Omega_+ \cap B_{\theta_{2r}}(0),
\quad (8.23)
\]

the other cases being trivial. Let then \( z, y \in \Omega_+ \cap B_{\theta_{2r}}(0) \) and let \( \zeta = \Phi^{-1}(z), \eta = \Phi^{-1}(y) \in B_{\rho_0}(0) \).

Denoting by
\[
A(\zeta) = |\det D\Phi(\zeta)| (D\Phi^{-1})(\Phi(\zeta))(D\Phi^{-1})^T(\Phi(\zeta)),
\quad (8.24)
\]
\[
\tilde{\gamma}^+(\zeta) = \gamma^+(\Phi(\zeta)), \quad \tilde{\gamma}^-(\zeta) = \gamma^-(\Phi(\zeta)),
\quad (8.25)
\]
\[
\tilde{R}(\zeta, \eta) = R(\Phi(\zeta), \Phi(\eta)),
\quad (8.26)
\]
it follows that
\[
C_1 |\xi|^2 \leq A(\zeta) \xi \cdot \xi \leq C_2 |\xi|^2, \quad \forall \ \zeta \in B_{\rho_0}(0), \forall \xi \in \mathbb{R}^n,
\quad (8.27)
\]
\[
|A(\zeta_1) - A(\zeta_2)| \leq C_3 |\zeta_1 - \zeta_2|^\alpha, \quad \forall \ \zeta_1, \zeta_2 \in B_{\rho_0}(0)
\quad (8.28)
\]
where \( C_1, C_2, C_3 > 0 \) are constants depending on the a-priori data only. Let us observe that \( \tilde{R}(\zeta, \eta) \) satisfies
where \( \nu' = (0, \ldots, 0, 1) \).

Let \( v \in H^1(\Omega \setminus \Sigma) \) be the solution to the problem (8.1) and let \( \tilde{v}(\zeta) = v(\Phi(\zeta)) \).

Since by Lemma 8.1 we have that \( \tilde{v}(\zeta) \geq C \) in \( B_{\rho_0}(0) \) then the quotient

\[
\tilde{N}(\zeta, \eta) = \frac{\tilde{R}(\zeta, \eta)}{\tilde{v}(\zeta)}
\]

is well defined there.

Moreover, observing that \( A(\zeta) = (a_{i,j}(\zeta)) \), \( i, j = 1, \ldots, n \) is a symmetric matrix, we have that straightforward calculations lead to

\[
\begin{aligned}
-\text{div}_\zeta (A(\zeta) \nabla_\zeta \tilde{R}(\zeta, \eta)) &= \delta(\zeta - \eta), & \text{in } B_{\rho_0}(0), \\
A(\zeta) \nabla_\zeta \tilde{R}(\zeta, \eta) \cdot \nu' + \tilde{\gamma}^*(\zeta) \tilde{R}(\zeta, \eta) &= 0, & \text{on } B_{\rho_0}(0),
\end{aligned}
\]

(8.29)

where \( \nu' = (0, \ldots, 0, 1) \).

Writing for any \( \zeta, \eta \in B_{\rho_0}(0) \)

\[
\tilde{N}_c(\zeta, \eta) = \begin{cases} 
\tilde{N}(\zeta, \eta) & \text{if } \zeta = (\zeta', \zeta_0) \text{ is such that } \zeta_0 \leq 0 \\
\tilde{N}(\zeta^*, \eta) & \text{if } \zeta = (\zeta', \zeta_0) \text{ is such that } \zeta_0 > 0,
\end{cases}
\]

and for \( i = j \) with \( i, j = 1, \ldots, n \)

\[
b_{i,j}(\zeta) = \begin{cases} 
b_{i,j}(\zeta) & \text{if } \zeta = (\zeta', \zeta_0) \text{ is such that } \zeta_0 \leq 0 \\
b_{i,j}(\zeta^*) & \text{if } \zeta = (\zeta', \zeta_0) \text{ is such that } \zeta_0 > 0,
\end{cases}
\]

where \( \zeta^* = (\zeta', -\zeta_0) \). The first two are even and the third one is odd with respect to \( \zeta_0 = 0 \). In particular we have

\[
-\text{div}_\zeta (B^c(\zeta) \nabla_\zeta \tilde{N}_c(\zeta, \eta)) = \delta(\zeta - \eta) + \delta(\zeta - \eta^*) \text{ in } B_{\rho_0}(0)
\]

(8.32)

where \( B^c(\zeta) = (b^c_{i,j}(\zeta)) \).

Write

\[
\tilde{N}_c(\zeta, \eta) = \tilde{N}_c(\zeta, \eta) + \tilde{N}_c(\zeta, \eta^*)
\]

(8.33)

where

\[
-\text{div}_\zeta (B^c(\zeta) \nabla_\zeta \tilde{N}_c(\zeta, \eta)) = \delta(\zeta - \eta) \text{ in } B_{\rho_0}(0).
\]

(8.34)

Let \( \eta \in B_{\rho_0}(0) \). By Lemma 8.2 we have that there exists a constant \( C > 0 \) depending on the a-priori data only such that

\[
\| \tilde{N}_c(\cdot, \eta) \|_{L^\infty(B_{1.5\rho_0}(0) \setminus B_{1.3\rho_0}(0))} \leq C.
\]

(8.35)
We now consider the Green function $G(\zeta, \eta)$ such that

$$
\begin{cases}
-\text{div}_\zeta (B^e(\zeta) \nabla_\zeta G(\zeta, \eta)) = \delta(\zeta - \eta), & \text{in } B_{7\rho_0}(0), \\
G(\zeta, \eta) = 0, & \text{on } \partial B_{7\rho_0}(0),
\end{cases}
$$

with $\eta \in B_{\rho_0}(0)$. By the pointwise bound of $G$ with the fundamental solution for the Laplace equation (see [29]) we infer that

$$
|G(\zeta, \eta)| \leq C|\zeta - \eta|^{2-n} \forall \zeta \in B_{7\rho_0}(0), \forall \eta \in B_{\rho_0}(0)
$$

(8.37)

where $C > 0$ is a constant depending on the a-priori data only. By well-known regularity bounds for the Neumann problem (see for instance [2, p.667]) we have that

$$
\|\nabla \tilde{v}(\cdot, \eta)\|_{L^\infty(B_{\frac{\rho_0}{2}}(0))} \leq C h \|\tilde{R}(\cdot, \eta)\|_{L^\infty(B_{\frac{\rho_0}{4}}(0))},
$$

(8.44)
where $C > 0$ is a constant depending on the a-priori data only. By Theorem (regularity) we claim that there exists $\bar{\zeta} \in B_{\frac{\theta}{2}}(0)$ such that

$$|\tilde{R}(\bar{\zeta}, \eta)| = \|\tilde{R}(\cdot, \eta)\|_{L^\infty(B_{\frac{\theta}{2}}(0))}. \tag{8.45}$$

Then by (8.42) we find that

$$\|\nabla_{\bar{\zeta}} \tilde{R}(\cdot, \eta)\|_{L^\infty(B_{\frac{\theta}{4}}(0))} \leq C h |\bar{\zeta} - \eta|^{2-n}, \tag{8.46}$$

where $C > 0$ is a constant depending on the a-priori data only.

On the other hand, noticing that

$$|\bar{\zeta} - \eta| \geq |\eta| - |\bar{\zeta}| \geq h - \frac{h}{2} = \frac{h}{2}, \tag{8.47}$$

we obtain that

$$\|\nabla_{\bar{\zeta}} \tilde{R}(\cdot, \eta)\|_{L^\infty(B_{\frac{\theta}{4}}(0))} \leq C |\eta|^{1-n}, \tag{8.48}$$

where $C > 0$ is a constant depending on the a-priori data only.

Coming back to the original coordinates we have

$$|\nabla z R(z, y)| = |D\Phi^{-1}(z)^T \nabla_{\bar{\zeta}} \tilde{R}(\Phi^{-1}(z), \Phi^{-1}(y))| \leq C_1 |z - y|^{1-n}, \tag{8.49}$$

where $C_1 > 0$ is a constant depending on the a-priori data only.

ii) In the second step we shall achieve the desired asymptotic estimates.

Arguing as in [10, Proposition 3.4] we consider a function $\theta \in C^\infty(\mathbb{R})$ such that $0 \leq \theta \leq 1$, $\theta(t) = 1$, for $|t| < 1$, $\theta(t) = 0$, for $|t| > 2$ and $|d\theta/dt| \leq 2$. Let us fix $\rho_1 = \min\left\{\frac{1}{4}(8M)^{-\frac{1}{2}}, \frac{1}{2}\right\} \cdot \frac{\rho_0}{8M}$ and let us consider the following change of variables $z = \Phi(\zeta)$ defined by

$$\begin{cases}
\zeta' = z' \\
\zeta_n = z_n - \varphi(z') \theta \left(\frac{|z'|}{\rho_1}\right) \theta \left(\frac{z_n}{\rho_1}\right) 
\end{cases}.$$

It can be verified that the map $\tilde{\Phi}$ is a $C^{1,\alpha}(\mathbb{R}^n, \mathbb{R}^n)$ which satisfies the following properties

$$\tilde{\Phi}(Q_{\rho_1}(0)) = \Omega_+ \cap Q_{\rho_1}(0) \tag{8.50}$$

$$c^{-1} |z_1 - z_2| \leq |\tilde{\Phi}^{-1}(z_1) - \tilde{\Phi}^{-1}(z_2)| \leq c |z_1 - z_2|, \forall z_1, z_2 \in \mathbb{R}^n, \tag{8.51}$$

$$|\tilde{\Phi}^{-1}(z) - z| \leq \frac{c}{\rho_0^{\alpha}} |z|^{1+\alpha}, \forall z \in \mathbb{R}^n, \tag{8.52}$$

$$|D\tilde{\Phi}^{-1}(z) - I| \leq \frac{c}{\rho_0^{\alpha}} |z|^{\alpha}, \forall z \in \mathbb{R}^n, \tag{8.53}$$
where \( Q^-_\rho_1(0) = \{ \zeta \in Q_\rho_1(O) : \zeta_n < 0 \} \) being \( Q_{\rho_1}(0) \) the cube centered in \( O \) with sides of length \( 2\rho_1 \) and parallel to the coordinated axes and where \( c > 0 \) is a constant depending on \( M \) and \( \alpha \) only.

Let us define the half cylinder \( C^-_{\rho_1} \) as

\[
C^-_{\rho_1} = \{ z \in \mathbb{R}^n : |z'| < \rho_1, -\rho_1 < z_n < 0 \} .
\]  \hspace{1cm} (8.54)

For \( z, y \in C^-_{\rho_1} \), we have that \( \bar{R}(\zeta, \eta) = R(\Phi(\zeta), \Phi(\eta)) \) is a solution to

\[
\begin{cases}
-\text{div}(\bar{A}(\zeta) \nabla \bar{R}(\zeta, \eta)) = \delta(\zeta - \eta), & \text{in } C^-_{\rho_1}, \\
\bar{A}(\zeta) \nabla \bar{R}(\zeta, \eta) \cdot \nu' + \gamma^T(\zeta) \bar{R}(\zeta, \eta) = 0, & \text{on } B^\rho_1(0),
\end{cases}
\]  \hspace{1cm} (8.55)

where \( z = \Phi(\zeta), y = \Phi(\eta), \gamma^T(\zeta) = \gamma^+ (\Phi(\zeta)) \) and where

\[
\bar{A}(\zeta) = |\det D\Phi(\zeta)|(D\Phi^{-1})(\Phi(\zeta))(D\Phi^{-1})^T(\Phi(\zeta)).
\]

Moreover, we observe that \( \bar{R} \) is of class \( C^\alpha \) and \( \bar{A}(0) = I \). Let \( R_0(\zeta, \eta) \) be the fundamental solution introduced in (8.18) with \( \gamma_0 = \gamma^T(0) \). We notice that there exists a constant \( C > 0 \) depending on the a-priori data only such that \( |\gamma^T(\zeta') - \gamma_0| \leq C|\zeta'|^\alpha \) for any \( \zeta' \in B^\rho_1(0) \).

Let us consider

\[
\bar{M}(\zeta, \eta) = \bar{R}(\zeta, \eta) - R_0(\zeta, \eta)
\]  \hspace{1cm} (8.56)

which satisfies

\[
\begin{cases}
\Delta \bar{M}(\zeta, \eta) = \text{div}(\bar{A}(\zeta) \nabla \bar{M}(\zeta, \eta)), & \text{in } C^-_{\rho_1}, \\
\nabla \bar{M}(\zeta, \eta) \cdot \nu' + \gamma_0(\zeta) \bar{M}(\zeta, \eta) = (I - \bar{A}) \nabla \bar{R}(\zeta, \eta) \cdot \nu' + (\gamma_0 - \gamma^T(\zeta)) \bar{R}(\zeta, \eta), & \text{on } B^\rho_1(0).
\end{cases}
\]

Let \( L > 0 \) be such that \( \Omega \subset B_L(0) \). Thus by the representation formula over \( B_L^-(0) \) we get

\[
\bar{M}(\zeta, \eta) = \int_{C^-_{\rho_1}} (I - \bar{A})(\xi) \nabla \bar{R}(\xi, \zeta) \nabla \bar{R}(\xi, \eta) d\xi + \\
+ \int_{B^\rho_1(0)} (\gamma_0 - \gamma^T(\zeta')) \bar{R}((\zeta', 0), \zeta) R_0((\zeta', 0), \eta) d\zeta' + \\
+ \int_{B_L^-(0) \setminus C^-_{\rho_1}} (I - \bar{A})(\xi) \nabla \bar{R}(\xi, \zeta) \nabla \bar{R}(\xi, \eta) d\xi + \\
+ \int_{\partial(B_L^-(0) \setminus B^\rho_1(0))} (\bar{A} - I)(\xi) \nabla \bar{R}(\xi, \zeta) \cdot \nu R_0(\xi, \eta) + \\
+ \int_{\partial(B_L^-(0) \setminus B^\rho_1(0))} \partial_\nu \bar{M}(\xi, \zeta) R_0(\xi, \eta) d\sigma(\xi).
\]

For \( |\zeta|, |\eta| \leq \frac{\rho_1}{2} \) the last two integrals are bounded. Moreover, by (8.23) we have that

\[
|\bar{M}(\zeta, \eta)| \leq C \left( 1 + \int_{C^-_{\rho_1}} |\xi|\alpha|\xi - \zeta|^{1-n}|\xi - \eta|^{1-n} d\xi \right) + \\
+ C \left( \int_{B^\rho_1(0)} |\xi'|\alpha(|\xi', 0| - |\zeta|^{2-n}|\xi', 0| - |\eta|^{2-n} d\xi' \right) = \\
= C(1 + I_1 + I_2 + I_3 + I_4),
\]
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where $C$ depends on the a-priori data only and

$$I_1 = \int_{\mathbb{R}^n \cap \{|\xi|<4h\}} |\xi|^\alpha |\xi - \zeta|^{1-n} |\xi - \eta|^{1-n} d\xi,$$

$$I_2 = \int_{\mathbb{R}^n \cap \{|\xi|>4h\}} |\xi|^\alpha |\xi - \zeta|^{1-n} |\xi - \eta|^{1-n} d\xi,$$

$$I_3 = \int_{B_{\rho}(0) \cap \{|\xi'|<4h\}} |\xi'|^\alpha |(\xi', 0) - \zeta|^{2-n} |(\xi', 0) - \eta|^{2-n} d\xi',$$

$$I_4 = \int_{B_{\rho}(0) \cap \{|\xi'|>4h\}} |\xi'|^\alpha |(\xi', 0) - \zeta|^{2-n} |(\xi', 0) - \eta|^{2-n} d\xi',$$

with $h = |\zeta - \eta|$. We bound $I_1$ as follows

$$I_1 \leq h^{n+2-n} \int_{|\xi|<4} |\hat{\xi}|^\alpha |\hat{\xi} - \hat{\zeta}|^{1-n} |\hat{\eta} - \hat{\xi}|^{1-n} d\hat{\xi} \leq 4^\alpha h^{n+2-n} \int_{|\hat{\xi}|<4} |\hat{\zeta} - \hat{\xi}|^{1-n} |\hat{\eta} - \hat{\xi}|^{1-n} d\hat{\xi},$$

(8.57)

where $\hat{\xi} = \hat{\zeta}, \hat{\xi} = \hat{\xi}, \hat{\eta} = \hat{\eta}/h$. From standard bounds (see for instance [30, Chapter 2]) it follows that

$$\int_{|\hat{\xi}|<4} |\hat{\zeta} - \hat{\xi}|^{1-n} |\hat{\eta} - \hat{\xi}|^{1-n} d\hat{\xi} < \infty$$

for any $\hat{\zeta}, \hat{\eta} \in \mathbb{R}^n, |\hat{\zeta} - \hat{\eta}| = 1$. Thus we found that

$$I_1 \leq c|\zeta - \eta|^{\alpha+2-n}.$$

Let us now consider $I_2$. We recall that by our hypothesis we have that $|\eta| = -\eta_n$. Let $\zeta = (\zeta', \zeta_n)$ be such that $|\zeta_n| < \frac{1}{2} |\eta_n|$. Then we have that $h = |\zeta - \eta| \geq \frac{1}{2} |\eta|$ from which we deduce that $|\xi| \leq 2|\zeta - \eta|$ and $|\xi| \leq 4|\xi| - |\zeta|$. Hence we obtain that

$$I_2 \leq c \int_{|\xi|>4h} |\xi|^{\alpha+2-n} d\xi \leq ch^{\alpha+2-n}.$$

Treating analogously the integrals $I_3$ and $I_4$ we find that

$$|\bar{M}(\zeta, \eta)| \leq C|\zeta - \eta|^{\alpha+2-n},$$

(8.58)

for any $\eta = (0, \ldots, 0, \eta_n)$ such that $0 < -\eta_n < \frac{\zeta_n}{2}$ and for any $|\zeta| \leq \frac{\zeta_n}{2}$ such that $|\zeta_n| < \frac{1}{4} |\eta_n|$ and where $C > 0$ is a constant depending on the a-priori data only.

Furthermore by Theorem 3.1 we have $\bar{M}(\cdot, \eta) \in C^\alpha \left( C^{\gamma} \left( \mathbb{R}^n, \frac{1}{4} \eta_n \right) \right)$ where $C^{\gamma} \left( \mathbb{R}^n, \frac{1}{4} \eta_n \right) = \{ \zeta \in C^\gamma_n : |\zeta| \leq \frac{\zeta_n}{2}, |\zeta_n| \leq \frac{1}{4} |\eta_n| \}$. Hence we can deduce that the above estimate remains valid for points $|\zeta| \leq \frac{\zeta_n}{2}$ such that $\zeta = (\zeta', 0)$. We now go back to the original coordinates system.
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Let \( z \in \Phi(B_2\frac{1}{2}(0)) \) and let \( y = (0,y_n) \) with \( y_n \in (-\frac{R}{2},0) \), then since \( \Phi^{-1}(y) = y \) and since \( |\Phi^{-1}(y)| = |\Phi^{-1}(y) - \Phi^{-1}(0)| \leq |\Phi^{-1}(y) - \Phi^{-1}(z)| \) we get by (8.51) that

\[
|z| - |\Phi^{-1}(z)| \leq |\Phi^{-1}(y) - \Phi^{-1}(z)| + |\Phi^{-1}(y)| \leq c |y - z|. \tag{8.59}
\]

On the other hand by (8.52) and by (8.59) we have that

\[
|\Phi^{-1}(z) - z| \leq \frac{c}{\rho_0^\alpha} |z|^{1+\alpha} \leq \frac{c'}{\rho_0^\alpha} |z - y|^{1+\alpha}. \tag{8.60}
\]

We have that

\[
M(z, y) = R(z, y) - R_0(z, y) = \Phi^{-1}(z, \Phi^{-1}(y)) + R_0(\Phi^{-1}(z), y) - R_0(z, y). \tag{8.61}
\]

Then using (8.51), (8.52), (8.58) and (8.60) we find that

\[
|\Phi^{-1}(y) - \Phi^{-1}(z)| + |\Phi^{-1}(y)| \leq C |z - y|^{\alpha + 2-n} + \frac{C}{\rho_0^\alpha} ||\nabla R_0(\cdot, y)||_{L^\infty(B_\rho(0))} |z - \Phi^{-1}(z)| \leq C |z - y|^{\alpha + 2-n} + \frac{C}{\rho_0^\alpha} |z - y|^{1-n} |z - y|^{1+\alpha} \leq C'' |z - y|^{2+\alpha - n},
\]

where \( C'' > 0 \) depends on the a-priori data only.

We now estimate the gradient of \( M \). Let \( z \in \Phi(B_{2\rho_0}(0)) \) such that \( z = \Phi(\zeta) \) and let \( h = |\zeta - y| \). The following interpolation inequality holds

\[
|| \nabla \tilde{M}(\cdot, y)||_{L^\infty(B_{2\rho_0}(0))} \leq C ||\tilde{M}(\cdot, y)||_{L^\infty(B_{4\rho_0}(0))} || \nabla \tilde{M}(\cdot, y)||_{L^\infty(B_{2\rho_0}(0))}, \tag{8.62}
\]

where \( C > 0 \) depends on the a-priori data only and

\[
|\nabla \tilde{M}(\cdot, y)||_{L^\infty(B_{2\rho_0}(0))} \leq \sup \frac{|| \nabla \tilde{M}(\zeta, y) - \nabla \tilde{M}(\zeta', y)||}{||\zeta - \zeta'||^\alpha}.
\]

By the Hölder continuity of \( \nabla \tilde{R} \) and also of \( \nabla R_0 \) we have that

\[
|\nabla \tilde{M}(\cdot, y)||_{L^\infty(B_{2\rho_0}(0))} \leq \frac{C}{h^\alpha} \left( ||\nabla \tilde{R}(\cdot, y)||_{L^\infty(B_{2\rho_0}(0))} + ||\nabla R_0(\cdot, y)||_{L^\infty(B_{2\rho_0}(0))} \right) \leq C h^{1-n-\alpha} \tag{8.63}
\]

where \( C > 0 \) depends on the a-priori data only.

Hence combining (8.61),(8.62) and (8.63) we get

\[
|| \nabla \tilde{M}(\Phi^{-1}(z), y)|| \leq \frac{C}{\rho_0^\alpha} |z - y|^{(2+\alpha-n)(\frac{n}{1-n})} |z - y|^{(1-\alpha-n)(\frac{n}{1-n})} = \frac{C}{\rho_0^\alpha} |z - y|^{1-n+\frac{\alpha^2}{\alpha + 1}}. \tag{8.64}
\]
On the other hand we have
\[
|\nabla z R_0(\Phi^{-1}(z), y) - \nabla z R_0(z, y)| \leq
\leq |(D\Phi^{-1}(z)^T - I)\nabla R_0(\cdot, y)|_{\Phi^{-1}(z)} + |\nabla R_0(\cdot, y)|_{\Phi^{-1}(z)} - \nabla z R_0(z, y)| \leq
\leq \frac{C}{\rho_0^\alpha} |\nabla R_0(\cdot, y)|_{L^\infty(B_{r_1}(0))}|z - \Phi^{-1}(z)| + |\nabla R_0(\cdot, y)|_{\alpha, B_{r_1}(0)}|\Phi^{-1}(z) - z|^\alpha \leq
\leq \frac{C}{\rho_0^\alpha}|z - y|^{1-n}|z - y|^{1+\alpha} + \frac{C}{\rho_0^{\alpha^2}}|z - y|^{-\alpha+1-n}|z - y|^{(1+\alpha)\alpha} \leq
\leq \frac{C}{\rho_0^{\alpha^2}}|z - y|^{-n+\alpha^2},
\] (8.65)
where \( C > 0 \) depends on the a-prior data only. Thus by (8.64) and (8.65) we obtain the thesis.

\[\square\]

**Proposition 8.4.** Let \( \Sigma \) be a crack satisfying the a-priori assumption stated above. Let \( x \in \Omega \setminus \partial \Sigma \) and let \( y \in \Omega \setminus \Sigma \) such that \( |x - y| \leq 2r_0 \). Then there exist constants \( C, \tilde{\alpha} > 0 \) depending on the a-priori data only such that
\[
|\nabla x R(x, y)| \leq C \left( \frac{r_{\tilde{\alpha} - 1}}{|x - y|^{n-2+\tilde{\alpha}}} \right),
\] (8.66)
where \( r = \frac{1}{4} \min\{\text{dist}(x, \partial \Sigma), |x - y|\} \).

**Proof.** Let \( v \in H^1(\Omega \setminus \Sigma) \) be the positive solution to (8.1) introduced in Lemma 8.1. We observe that \( N(x, y) = \frac{R(x, y)}{v(x)} \) solves
\[
\begin{cases}
\text{div}_x(v^2(x)\nabla_x N(x, y)) = -\delta(x - y), & \text{in } \Omega \setminus \Sigma, \\
\partial_\nu N(x, y) = 0, & \text{on } \Sigma.
\end{cases}
\]
Let now \( x \) be a point in \( \Omega \setminus \partial \Sigma \) and let \( y \in \Omega \setminus \Sigma \).

Let \( r \) be the radius defined as follows \( r = \frac{1}{4} \min\{\text{dist}(x, \partial \Sigma), |x - y|\} \). Without loss of generality we may assume that \( x \in \Omega_+ \). Let \( x' \in B_r(x) \cap \Omega_+ \) such that \( |x - x'| \leq \frac{r}{2} \).

By a change of variable argument we can deduce from Corollary 2.14 in [26] the following Hölder continuity property of the Neumann function
\[
|N(x, y) - N(x', y)| \leq C \frac{|x - x'|^{\tilde{\alpha}}}{|x - y|^{n-2+\tilde{\alpha}} + |x' - y|^{n-2+\tilde{\alpha}}},
\] (8.67)
where \( C, \tilde{\alpha} > 0 \) depends on the a-prior data only.

Moreover, being \( |x' - y| \geq \frac{r}{2} |x - y| \) we can deduce that
\[
|N(x, y) - N(x', y)| \leq C \frac{|x - x'|^{\tilde{\alpha}}}{|x - y|^{n-2+\tilde{\alpha}}},
\] (8.68)
up to a possible replacing of the constant \( C \) in (8.67).

Let us now consider \( \bar{x} \in \partial B_r(x) \cap \Omega_+ \) and let \( x'' \in B_{\frac{r}{2}}(x) \cap \Omega_+ \), then by the above estimate and by observing that \( |\bar{x} - y| \geq \frac{r}{4} |x - y| \), we have that there
exists a constant $C > 0$ depending on the a-priori data only such that
\[ |N(x'', y)| \leq |N(x'', y) - N(x, y)| + |N(x, y)| \leq C \left( \frac{|x'' - \bar{x}|^\alpha}{|x - y|^{n-2+\alpha}} + |x - y|^2 \right). \]  
(8.69)

Moreover, by the following local bound for the gradient, we have that there exists a constant $C > 0$ depending on the a priori data only such that
\[ \|\nabla_x N(\cdot, y)\|_{L^\infty(B_{4r}(x) \cap \Omega^+)} \leq C r \|N(\cdot, y)\|_{L^\infty(B_{2r}(x) \cap \Omega^+)} \]  
(8.70)

By combining (8.69) and (8.70) we find
\[ \|\nabla_x N(\cdot, y)\|_{L^\infty(B_{4r}(x) \cap \Omega^+)} \leq C r^{\alpha - 1} |x - y|^n. \]  
(8.71)

Next, being $|x - y| \leq 2r_0$ we can find a constant $C$ depending on the a-priori data only such that
\[ \|\nabla_x N(\cdot, y)\|_{L^\infty(B_{4r}(x) \cap \Omega^+)} \leq C \frac{r^{\alpha - 1}}{|x - y|^{n-2+\alpha}}. \]  
(8.72)

Finally by the formal computation
\[ \nabla_x R(x, y) = \nabla_x N(x, y)v(x) + \nabla v(x) N(x, y) \]  
(8.73)

and by analogous arguments of those applied above, the thesis follows. \(\square\)

Let us consider $O \in \Sigma_1 \cap \partial V_1$, the point in (4.14). We introduce a point $O' \in \Sigma_1$ which is defined as follows by distinguishing two cases.

- If $O \in \Sigma_1$ is such that $\text{dist}(O, \partial \Sigma_1) < \frac{d_{1+}}{4}$, then we consider a point $O' \in \Sigma_1$ so that $\text{dist}(O, O') = \frac{d_{1+}}{4}$. It follows that $\text{dist}(O', \Sigma_2) \geq \frac{d_{1+}}{4}$ and $\text{dist}(O', \Sigma_1) \geq \frac{d_{1+}}{2}$.  

- If $O \in \Sigma_1$ is such that $\text{dist}(O, \partial \Sigma_1) \geq \frac{d_{1+}}{4}$ then we set $O' = O$.

**Proof of Proposition 4.6.** We begin by recalling (4.4) and we write
\[ |f(y, y)| \geq |S_{\Sigma_1}(y, y)| - |S_{\Sigma_2}(y, y)|. \]  
(8.74)

First, we consider the term $S_{\Sigma_1}(y, y)$. We fix a radius $\rho = \min\{cd_{1+}, c_0 d_{1+}^p\}$ and we observe that
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By the maximum principle for harmonic functions we get
\[ |S_{\Sigma_1}(y, y)| \geq \left| \int_{(\Sigma_1 \setminus \Sigma_2) \cap B_\rho(O')} R^+_1 (\cdot, y) \partial_{\nu_1} R^+_2 (\cdot, y) d\sigma(\cdot) \right| - \]
\[ - \int_{(\Sigma_1 \setminus \Sigma_2) \cap B_\rho(O')} |R^+_1 (\cdot, y) \partial_{\nu_1} R^-_2 (\cdot, y) d\sigma(\cdot) | - \]
\[ - \int_{(\Sigma_1 \setminus \Sigma_2) \setminus B_\rho(O')} [[R^+_1 (\cdot, y)] \partial_{\nu_1} R^+_2 (\cdot, y)] d\sigma(\cdot) - \]
\[ - \int_{\Sigma_1 \cap \Sigma_2} |R^+_2 (\cdot, y) \partial_{\nu_1} R^+_1 (\cdot, y)] d\sigma(\cdot) - \]
\[ - \int_{\Sigma_1 \cap \Sigma_2} [[R^+_2 (\cdot, y) \partial_{\nu_2} R^-_1 (\cdot, y)] d\sigma(\cdot) \] (8.75)

Let \( \Gamma(x, y) \) be the fundamental solution to the Laplace equation. Then we have that for any \( x \in B_\rho(O') \) and for any \( y \in B_\rho(O') \)
\[ \begin{cases} \Delta_x (R_2(x, y) - \Gamma(x, y)) = 0, & \text{in } B_\rho(O'), \\ |R_2(x, y) - \Gamma(x, y)|_{\partial B_\rho(O')} \leq C \rho^{2-n} \end{cases} \]
where \( C \) is a constant depending on the a-priori data only.

By the maximum principle for harmonic functions we get
\[ |R_2(x, y) - \Gamma(x, y)| \leq C \rho^{2-n} \quad \forall x \in B_\rho(O'), \forall y \in B_\rho(O'). \] (8.76)

By standard gradient estimates we have that
\[ |\nabla_x R_2(x, y) - \nabla_x \Gamma(x, y)| \leq C \rho^{1-n} \quad \forall x \in B_\rho(O'), \forall y \in B_\rho(O'). \] (8.77)

Moreover observing that
\[ R_1(x, y) = R_0(x, y) + (R_1(x, y) - R_0(x, y)) \]
\[ \nabla_x R_2(x, y) = \nabla_x \Gamma(x, y) + (\nabla_x R_2(x, y) - \nabla_x \Gamma(x, y)) \]
we have that
\[ \left| \int_{(\Sigma_1 \setminus \Sigma_2) \cap B_\rho(O')} R^+_1 (x, y) \partial_{\nu_1(x)} R^+_2 (x, y) d\sigma(x) \right| \geq \]
\[ \geq \left| \int_{(\Sigma_1 \setminus \Sigma_2) \cap B_\rho(O')} R_0(x, y) \partial_{\nu_1(x)} \Gamma(x, y) d\sigma(x) \right| - \]
\[ - \int_{(\Sigma_1 \setminus \Sigma_2) \cap B_\rho(O')} |R_0(x, y) \partial_{\nu_1(x)} (R^+_2 (x, y) - \Gamma(x, y))] d\sigma(x) - \]
\[ - \int_{(\Sigma_1 \setminus \Sigma_2) \setminus B_\rho(O')} [[R^+_1 (x, y) - R_0(x, y)] \partial_{\nu_2(x)} \Gamma(x, y)] d\sigma(x) - \]
\[ - \int_{(\Sigma_1 \setminus \Sigma_2) \cap \partial B_\rho(O')} [(R^+_1 (x, y) - R_0(x, y)] \partial_{\nu_2(x)} (R^+_2 (x, y) - \Gamma(x, y))] d\sigma(x) \]
Let $\Phi \in C^{1,\alpha}(\overline{B_{R_0}(O')}, \mathbb{R}^n)$ be the change of coordinates introduced in Theorem 3.2, then we have that $\nu(x) = (0, \ldots, 0, 1) + O(|x'|^\alpha)$ and hence

$$
\left| \int_{(\Sigma_1 \setminus \Sigma_2) \cap B_{\frac{4}{5}}(O')} R_0(x, y) \partial_{\nu(x)} \Gamma(x, y) d\sigma(x) \right| \geq \hat{c}_1 \int_{B_{\frac{4}{5}}(\Phi^{-1}(O'))} h|\xi' - \eta|^{2-2\alpha} d\xi' + 
$$

$$
- \hat{c}_2 \int_{B_{\frac{4}{5}}(\Phi^{-1}(O'))} h|\xi' - \eta|^{2-2\alpha}|\xi'|^\alpha d\xi' \geq C_1 h^{2-n} - C_2 h^{2-n+\alpha}
$$

where $\hat{c}_1, \hat{c}_2, C_1, C_2 > 0$ are constants depending on the a-priori data only and $\xi = (\xi', \xi_n), \xi = \Phi^{-1}(x), \eta = \Phi^{-1}(y)$.

We now consider the second term on the right hand side of (8.75). We have that

$$
\left\{ \begin{array}{l}
\Delta_{\nu}(R_1(\cdot, y)) = 0, \\
|R_1(\cdot, y)|\sigma_{B_{R_0}(O') \cap \Omega^-} \leq C \rho^{2-n} \\
\partial_{\nu} R^-(\cdot, y) - \gamma^-(\cdot) R^-(\cdot, y) = 0
\end{array} \right. \quad \text{in } B_{\rho}(O') \cap \Sigma^-.
$$

Hence by the weak maximum principle we have that

$$
|R_1(\cdot, y)| \leq C \rho^{2-n} \quad \text{in } B_{\rho}(O') \cap \Omega^-,
$$

where $C > 0$ is a constant depending on the a priori data only.

Then, by the asymptotic formulas (8.19), (8.20), we get

$$
\left| \int_{(\Sigma_1 \setminus \Sigma_2) \cap B_{\frac{4}{5}}(O')} R^+_1(x, y) \partial_{\nu(x)} R^+_2(x, y) d\sigma(x) \right| - 
$$

$$
- \int_{(\Sigma_1 \setminus \Sigma_2) \cap B_{\frac{4}{5}}(O')} |R^+_1(x, y) \partial_{\nu(x)} R^+_2(x, y)| d\sigma(x) \geq 
$$

$$
\geq C_1 h^{2-n} - C_2 h^{2-n+\alpha} - \int_{(\Sigma_1 \setminus \Sigma_2) \cap B_{\frac{4}{5}}(O')} C_3 |x - y|^{2-n} d\sigma(x) - 
$$

$$
- \int_{(\Sigma_1 \setminus \Sigma_2) \cap B_{\frac{4}{5}}(O')} \frac{C_4}{d_1} |x - y|^{2-n+\alpha} |x - y|^{-n} d\sigma(x) - 
$$

$$
- \int_{(\Sigma_1 \setminus \Sigma_2) \cap B_{\frac{4}{5}}(O')} \frac{C_5}{d_1} |x - y|^{2-n+\alpha} d_1^{-n} d\sigma(x) - 
$$

$$
- \int_{(\Sigma_1 \setminus \Sigma_2) \cap B_{\rho}(O')} C_6 d_1^{-n} |x - y|^{-n} d\sigma(x).
$$

After straightforward calculation we observe that up to choosing the constant $c_0$ (in the definition of $h$ and $\rho$) sufficiently small, we have that

$$
\left| \int_{(\Sigma_1 \setminus \Sigma_2) \cap B_{\frac{4}{5}}(O')} R^+_1(x, y) \partial_{\nu(x)} R^+_2(x, y) d\sigma(x) \right| - 
$$

$$
- \int_{(\Sigma_1 \setminus \Sigma_2) \cap B_{\rho}(O')} |R^+_1(x, y) \partial_{\nu(x)} R^+_2(x, y)| d\sigma(x) \geq c_1 h^{2-n}
$$

where $c_1 > 0$ is a constant depending on the a-priori data only.
We estimate the third term on the right hand side of (8.75). By the asymptotic estimate (8.19), we have that

\[ |R_{1}(x, y)| \leq C |x - y|^{2-n} \leq C |d_{1}^{p} - h|^{2-n} \quad \text{on } (\Sigma_{1} \setminus \Sigma_{2}) \setminus B_{\rho}(O') \]

where \( C > 0 \) is a constant depending on the a priori data only.

Moreover, by Proposition 8.4, we infer that, on \((\Sigma_{1} \setminus \Sigma_{2}) \setminus B_{\rho}(O')\)

\[ |\partial_{\nu}R_{2}(x, y)| \leq C \left( \text{dist}(x, \partial\Sigma_{2})^{2-1} |x - y|^{2-n-\alpha} + |x - y|^{1-n} \right). \]

Hence by the integrability of \( \text{dist}(x, \partial\Sigma_{2}) \) over \( \Sigma_{1} \setminus \Sigma_{2} \) we deduce that

\[ \int_{(\Sigma_{1} \setminus \Sigma_{2}) \setminus B_{\rho}(O')} |[R_{1}(x, y)]_{1}\partial_{\nu}R_{2}(x, y)|d\sigma(x) \leq C |d_{1}^{p} - h|^{3-2n} \tag{8.82} \]

where \( C > 0 \) is a constant depending on the a priori data only. Finally, by (8.19) and by the Robin boundary condition we get

\[ \int_{\Sigma_{1} \setminus \Sigma_{2}} |R_{2}(x, y)| \partial_{\nu}R_{1}(x, y)|d\sigma(x) + \int_{\Sigma_{1} \cap \Sigma_{2}} |R_{2}(x, y)\partial_{\nu}R_{1}(x, y)|d\sigma(x) \leq C |d_{1}^{p} - h|^{4-2n}. \]

Gathering together the above estimates we get

\[ |S_{\Sigma_{1}}(y, y)| \geq c_{1} h^{2-n} - \tilde{c}_{1} |d_{1}^{p} - h|^{3-2n}. \tag{8.83} \]

The upper bound

\[ |S_{\Sigma_{2}}(y, y)| \leq \tilde{c}_{2} |d_{1}^{p} - h|^{3-2n}. \tag{8.84} \]

follows along the same lines of the arguments above. Combining the last two inequalities and (8.74) we conclude the proof.

\[ \square \]
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