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Abstract. In this paper, we study Vanishing Mean Oscillation vector fields on a compact
manifold with boundary. Inspired by the work of Brezis and Niremberg, we construct a
topological invariant — the index — for such fields, and establish the analogue of Morse’s
formula. As a consequence, we characterize the set of boundary data which can be extended to
nowhere vanishing VMO vector fields. Finally, we show briefly how these ideas can be applied
to (unoriented) line fields with VMO regularity, thus providing a reasonable framework for
modelling a surface coated with a thin film of nematic liquid crystals.

1. Introduction

The starting point of the investigations developed in this paper is the analysis of a variational
model for nematic shells. Nematic shells are the datum of a two-dimensional surface (for simplic-
ity, at a first step, without boundary) \( N \subset \mathbb{R}^3 \) coated with a thin film of nematic liquid crystal
\([16, 18, 21, 22, 27, 28, 30]\). This line of research has attracted a lot of attention from the
physics community due to its vast technological applications (see \[23\]). From the mathematical
point of view, nematic shells offer an interesting and nontrivial interplay between calculus of
variations, partial differential equations, geometry and topology. The basic mathematical de-
scription of nematic shells consists in an energy defined on tangent vector fields with unit length,
named directors. This energy, in the simplest situation, takes the form

\[
E(n) := \int_N |\nabla n|^2 dS,
\]

where \( \nabla \) stands for the covariant derivative of the surface \( N \). If one is interested in the min-
imization of this energy, the first step is to understand whether there are competitors for the
minimization process. For this type of energy, the natural functional space where to look for
minimizers is the space of tangent vector fields with \( H^1 \) regularity. This means, recalling that
we are looking for vector fields with unit norm, the space defined in this way

\[
H^1_{\text{tan}}(N, S^2) := \{ n \in H^1(N, \mathbb{R}^3) : n(x) \in T_x(N) \text{ and } |n| = 1 \text{ a.e.} \}.
\]

Now, the problem turns into the understanding of the topological conditions on \( N \), if any, that
make \( H^1_{\text{tan}}(N, S^2) \) empty or not. Note that this problem, in the case \( N = S^2 \), is indeed a Sobolev
version of the celebrated hairy ball problem concerning the existence of a smooth tangent vector field
with unit norm on the two-dimensional sphere. The answer, when dealing with continuous fields,
is negative. This is a consequence of a more general result, the Poincaré-Hopf Theorem, that
relates the existence of a smooth tangent vector field with unit norm to the topology of \( N \). More
precisely, a smooth vector field with unit norm exists if and only if \( \chi(N) = 0 \), where \( \chi \) is the
Euler characteristic of \( N \). In case \( N \) is a compact surface in \( \mathbb{R}^3 \), the Euler characteristic can be
written as a function of the topological genus \( k \):

\[
\chi(N) = 2(1 - k).
\]
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In [27] it has been proved, using calculus of variations tools, that the very same result holds for vector fields with $H^1$ regularity. Therefore, up to diffeomorphisms, the only compact surface in $\mathbb{R}^3$ which admits a unit norm vector field in $H^1$ is the torus, corresponding to $k = 1$. On the other hand, it is easy to comb the sphere with a field $v \in W^{1,p}(S^2, S^2)$ for all $1 \leq p < 2$. It is interesting to note that this result could be seen as a "non flat" version of a well know result of Bethuel that gives conditions for the non emptiness of the space $H^1_k(\Omega; S^1) := \left\{ v \in H^1(\Omega; \mathbb{R}^2) : |v(x)| = 1 \text{ a.e. in } \Omega \text{ and } v \equiv g \text{ on } \partial \Omega \right\}$, where $\Omega$ is a simply connected bounded domain in $\mathbb{R}^2$ and $g$ is a prescribed smooth boundary datum with $|g| = 1$. The non-emptiness of $H^1_2(\Omega; S^1)$ is related to a topological condition on the Dirichlet datum $g$ (see [2] and [3]) while in the result in [27] the topological constraint is on the genus of the surface.

Instead of using the standard Sobolev theory, we reformulate this problem in the space of Vanishing Mean Oscillation (VMO) functions, introduced by Sarason in [26], which constitute a special subclass of Bounded Mean Oscillations functions, defined by John and Niremberg in [15].

We recall the definitions and some properties of these objects in Section 2, but we immediately note that VMO contains the critical spaces with respect to Sobolev embeddings, that is,

$$W^{s,p}(\mathbb{R}^n) \subset \text{VMO}(\mathbb{R}^n) \quad \text{when } sp = n, \ 1 < s < n.$$ 

In a sense, VMO functions are a good surrogate for the continuous functions, because some classical topological constructions can be extended, in a natural way, to the VMO setting. In particular, we recall here the VMO degree theory, which has been developed after Brezis and Nirenberg’s seminal papers [4] and [5].

Besides relaxing the regularity on the vector field, we will consider $n$-dimensional compact and connected submanifolds of $\mathbb{R}^{n+1}$ and, instead of fixing the length of the vector field to be 1, we will look for vector fields which are bounded and uniformly positive.

Thus, the problem of combing a two-dimensional surface with $H^1$ vector fields can be generalized in the following way.

**Question 1.** Let $N$ be a compact, connected submanifold of $\mathbb{R}^{n+1}$, without boundary, of dimension $n$. Does a vector field $v \in \text{VMO}(N, \mathbb{R}^{n+1})$, satisfying

$$v(x) \in T_x N \quad \text{and} \quad c_1 \leq |v(x)| \leq c_2$$ 

for a.e. $x \in N$ and some constants $c_1, c_2 > 0$, exists?

The first outcome of this paper is to provide a complete answer to Question 1. By means of the Brezis and Nirenberg’s degree theory, we can show that the existence of nonvanishing vector fields in VMO is subject to the same topological obstruction as in the continuous case, that is, we prove the following

**Proposition 1.1.** Let $N$ be a compact, connected submanifold of $\mathbb{R}^{n+1}$, without boundary. There exists a function $v \in \text{VMO}(N, \mathbb{R}^{n+1})$ satisfying (1.4) if and only if $\chi(N) = 0$.

After addressing manifolds without boundary, we consider the case where $N$ is a manifold with boundary, and we prescribe Dirichlet boundary conditions to the vector field $v$ on $N$. The main issue of this paper is to understand which are the topological conditions on the manifold $N$ and on the Dirichlet boundary datum that guarantee the existence of a nonvanishing and bounded tangent vector field on $N$ extending the boundary condition. Applications of these results can be found in variational problems for vector fields that satisfy a prescribed boundary condition of Dirichlet type, e.g., in the framework of liquid crystal shells.

More precisely, we address the following problem:

**Question 2.** Let $N \subset \mathbb{R}^d$ be a compact, connected and orientable $n$-submanifold with boundary. Let $g: \partial N \rightarrow \mathbb{R}^d$ be a boundary datum in VMO, satisfying

$$g(x) \in T_x N \quad \text{and} \quad c_1 \leq |g(x)| \leq c_2$$ 

for a.e. $x \in \partial N$. Does a vector field $v \in \text{VMO}(N, \mathbb{R}^{n+1})$, satisfying (1.5) exists?
for $\mathcal{H}^{n-1}\text{-a.e. } x \in \partial N$ and some constants $c_1, c_2 > 0$. Does a field $v \in \text{VMO}(N, \mathbb{R}^d)$, which fulfills (1.4) and has trace $g$ (in some sense, to be specified), exist?

When working in the continuous setting, a similar issue can be investigated with the help of a topological tool: the index of a vector field. In particular, even in this weak framework, we expect conditions that relate the index of the boundary conditions with the index of the tangent vector field and the Euler characteristic of $N$. In order to understand the difficulties and to ease the presentation, we recall here some definitions related to the degree theory and an important property.

First, we recall Brouwer’s definition of degree. Let $N$ be as in Question 2 and let $M$ be a connected, orientable manifold without boundary, of the same dimension as $N$. Let $\varphi: N \to M$ be a smooth map, and let $p \in M \setminus \varphi(\partial N)$ be a regular value for $\varphi$ (that is, the Jacobian matrix $D\varphi(x)$ is non-singular for all $x \in \varphi^{-1}(p)$). We define the degree of $\varphi$ with respect to $p$ as

$$\deg(\varphi, N, p) := \sum_{x \in \varphi^{-1}(p)} \text{sign}(\det D\varphi(x)).$$

This sum is finite, because $\varphi^{-1}(p)$ is a discrete set (as $\varphi$ is locally invertible around each point of $\varphi^{-1}(p)$) and $N$ is compact.

It can be proved that, if $p_1$ and $p_2$ are two regular values in the same component of $M \setminus \varphi(\partial N)$, then $\deg(\varphi, N, p_1) = \deg(\varphi, N, p_2)$. Since the regular values of $\varphi$ are dense in $M$ (by Sard lemma), the definition of $\deg(\varphi, N, p)$ can be extended to every $p \in M \setminus \varphi(\partial N)$. Moreover, by approximation it is possible to define the degree when $\varphi$ is just continuous. In case $N$ is a manifold without boundary, $\deg(\varphi, N, p)$ does not depend on the choice of $p \in M$, so we will denote it by $\deg(\varphi, N, M)$. Let us mention also that, if $N$ and $M$ are compact and without boundary, the following formula holds:

$$\deg(\varphi, N, M) = \frac{1}{\tau(M)} \int_N \varphi^*(\text{d}\tau) = \frac{1}{\tau(M)} \int_N \det D\varphi(x) \text{d}\sigma(x),$$

where $\sigma, \tau$ are the Riemannian metrics on $N$ and $M$, respectively.

Ideally, given a continuous vector field $v$, one would like to define its index by

$$\text{ind}(v, N) = \deg(v, N, 0).$$

However, this is not possible, because in order to define the degree it is essential that the domain and the target manifold have the same dimension. This is not the case here, since the domain manifold $N \subset \mathbb{R}^d$ has dimension strictly less than the target manifold $\mathbb{R}^d$. To overcome this issue, there are at least two different strategies. The one we consider in this paper, which is also the most widely studied in the literature (see, e.g., [20, 10, 17, 19, 29]), is to use coordinate charts to represent $v$, locally around its zeros, as a map $\mathbb{R}^n \to \mathbb{R}^n$. This requires an additional assumption, namely that the zero set of $v$ is discrete. Thus, within this approach, an approximation technique is needed in order to extend the definition of index to any continuous field. This construction, based on the Transversality Theorem, is explained in detail in Section 3. Another possibility is to consider an open neighbourhood $U \subset \mathbb{R}^d$ of $N$, and extend $v$ to a map $w: U \to \mathbb{R}^d$, in a suitable way. Then, it would make sense to write

$$\text{ind}(v, N) := \deg(w, U, 0),$$

and this would give an equivalent definition of the index. This approach is inspired by a classical proof of the Poincaré-Hopf theorem, which can be found in [19, Theorem 1, p. 38]). Some details of this construction are given in Remark 3.4.

Once the index has been properly defined, it can be used to establish a precise relation between the behaviour of a vector field $v$ and the topological properties of $N$. Denote by $\partial_- N$ the subset of the boundary where $v$ points inward (that is, letting $v(x)$ be the outward unit normal to $\partial N$ in $T_x N$, we have $x \in \partial_- N$ if and only if $v(x) \cdot \nu(x) < 0$). Call $P_{\partial N} v$ the vector field on $\partial N$ defined by

$$P_{\partial N} v(x) := \text{proj}_{T_x \partial N} v(x) \quad \text{for all } x \in \partial N.$$
Morse proved the following equality (see [20]), which was later rediscovered and generalized by Pugh (see [21]) and Gottlieb (see [8, 9]).

**Proposition 1.2** (Morse’s index formula). If $v$ is a continuous vector field over $N$ satisfying $0 \notin v(\partial N)$, with finitely many zeros, and if $P_{\partial N}v$ has finitely many zeros, then

\begin{equation}
\text{ind}(v, N) + \text{ind}(P_{\partial N}v, \partial_- N) = \chi(N),
\end{equation}

where $\chi(N)$ is the Euler characteristic of $N$.

In figure 1 we plot some examples on $N = B_r(0)$. In this case $\chi(N) = 1$.
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\caption{$v_1(x, y) = (0, 1)$;}
\end{subfigure}
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\includegraphics[width=\textwidth]{figure1b}
\caption{$v_2(x, y) = (-y, x)$;}
\end{subfigure}
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\includegraphics[width=\textwidth]{figure1c}
\caption{$v_3(x, y) = (y, x)$}
\end{subfigure}
\caption{Figure 1. a) $\text{ind}(v_1, N) = 0$, $\text{ind}(P_{\partial N}v, \partial_- N) = 1$; b) $\text{ind}(v_2, N) = 1$, $\text{ind}(P_{\partial N}v, \partial_- N) = 0$; c) $\text{ind}(v_3, N) = -1$, $\text{ind}(P_{\partial N}v, \partial_- N) = 2$.}
\end{figure}

Identity (1.7) can be seen as a generalization of the Poincaré-Hopf index formula. As an immediate corollary, we obtain a necessary condition for the existence of nowhere vanishing vector fields which extends in $N$ a given a boundary datum.

**Corollary 1.3.** Let $g: \partial N \to \mathbb{R}^d$ be a continuous function, satisfying (1.5), and assume that $P_{\partial N}g$ has finitely many zeros. If there exists a continuous vector field $v$, satisfying (1.4), such that $v|_{\partial N} = g$ then

\[\text{ind}(P_{\partial N}g, \partial_- N) = \chi(N).\]

This Corollary gives an answer to Question 2 in case we consider smooth vector fields.

Our aim in this paper is to extend Proposition 1.2 to the VMO setting. For this purpose, we extend the definition of index to arbitrary VMO fields, with a trace at the boundary. We introduce another quantity, which we call “inward boundary index” and denote by $\text{ind}_-(v, \partial N)$, playing the role of $\text{ind}(P_{\partial N}v, \partial_- N)$. (The reader is referred to Section 4 for the definitions).

Then, our main result is

**Theorem 1.4.** Let $N$ be a compact, connected and orientable submanifold of $\mathbb{R}^d$, with boundary. Let $g \in \text{VMO}(\partial N, \mathbb{R}^d)$ be a boundary datum which fulfills

\[g(x) \in T_x N \quad \text{and} \quad c_1 \leq |g(x)| \leq c_2\]

for some constants $c_1, c_2 > 0$ and $\mathcal{H}^{n-1}$-a.e. $x \in \partial N$. If $v \in \text{VMO}(N, \mathbb{R}^d)$ is a map with trace $g$ at the boundary, satisfying

\[v(x) \in T_x N\]

for a.e. $x \in N$, then

\[\text{ind}(v, N) + \text{ind}_-(v, \partial N) = \chi(N).\]

Note that this Theorem is the analogous of Proposition 1.2 for VMO vector fields. Finally, regarding Question 2, we have the following answer.
Proposition 1.5. Let $g \in \text{VMO}(\partial N, \mathbb{R}^d)$ satisfy the assumption (1.5). A field $v \in \text{VMO}(N, \mathbb{R}^d)$ that satisfies (1.4) and has trace $g$ exists if and only if

\[(1.8) \quad \text{ind}_-(g, \partial N) = \chi(N).\]

We conclude this introduction with an outline of the paper. In Section 2 we provide some preliminary material on the VMO space. Then, in Section 3 we introduce the notion of index for a continuous vector field, starting with the basic case of a field with a finite number of zeros and then moving to an arbitrary number of zeros by Thom’s Transversality Theorem. In Section 4, by means of an approximation argument, this extension allows us to give a notion of index for a VMO vector field and to prove Theorem 1.4. Finally, in Section 5 we apply these results to the existence of line fields with VMO regularity. Interestingly, such an existence result shares the same topological obstruction as the existence result for vector fields. As a side result of the existence of VMO $Q$-tensor fields, we obtain topological conditions for the existence of line fields with VMO regularity, thus extending to this weaker setting a classical result due to Poincaré and Kneser.

**Notation.** In the following sections either $N = \mathbb{R}^n$, or $N$ is a compact, connected and oriented manifold with boundary, of dimension $n$, embedded as a submanifold of $\mathbb{R}^d$ for some $d \in N$.

- The injectivity radius of $N$ (see, e.g., do Carmo [7]) is called $r_0$.
- We denote geodesic balls in $N$ by $B^N_r(x)$ or simply $B_r(x)$, when it is clear from the context that we work in $N$. In case $N = \mathbb{R}^n$, we write $B^\infty_r(x)$ or $B^\infty(x, r)$.
- For $\varepsilon > 0$, we set $N_\varepsilon := \{x \in N : \text{dist}(x, \partial N) \geq \varepsilon\}$.
- For each $x \in \partial N$, we denote by $\nu(x)$ the outward unit normal to $\partial N$ in $T_xN$.
- Given a non-empty, convex and closed set $K \subset \mathbb{R}^d$, we denote the nearest-point projection on $K$ by $\text{proj}_K$.
- Given a manifold $X \subset \mathbb{R}^d$ and a continuous map $v : X \to \mathbb{R}^d$, we denote the tangential component of $v$ by

$$P_X v(x) := \text{proj}_{T_xX} v(x) \quad \text{for } x \in X.$$ 

2. Preliminary material: VMO functions

For the reader’s convenience, we recall here the basic definitions about VMO functions, following the presentation of [5] (to which the reader is referred, for more details). All the functions we consider here take values in $\mathbb{R}^d$, so functional spaces such as, e.g., $L^1(N, \mathbb{R}^d)$ or $\text{VMO}(N, \mathbb{R}^d)$ will be simply written as $L^1(N)$ or $\text{VMO}(N)$.

Recall that $N$ is endowed with a Riemannian measure $\sigma$. For $u \in L^1(N)$ (with respect to $\sigma$), define

\[(2.1) \quad \|u\|_{\text{BMO}} := \sup_{\varepsilon \leq r_0, x \in N_{2\varepsilon}} \int_{B_r(x)} |u(y) - \overline{u}_\varepsilon(x)| \, d\sigma(y),\]

where

\[(2.2) \quad \overline{u}_\varepsilon(x) := \int_{B_r(x)} u(y) \, d\sigma(y), \quad \text{for } x \in N_{2\varepsilon}.\]

The set of functions with $\|u\|_{\text{BMO}} < +\infty$ will be denoted $\text{BMO}(N)$, and (2.1) defines a norm on $\text{BMO}(N)$ modulo constants. Using cubes instead of balls leads to an equivalent norm. Moreover, if $\varphi : X_1 \to X_2$ is a $C^1$ diffeomorphism between two unbounded manifolds, then $u \in \text{BMO}(X_2)$ implies $u \circ \varphi \in \text{BMO}(X_1)$ and

$$\|u \circ \varphi\|_{\text{BMO}(X_1)} \leq C \|u\|_{\text{BMO}(X_2)}.$$ 

Bounded functions (in particular, continuous functions) belong to BMO. Following Sarason, we define $\text{VMO}(N)$ as the closure of $\mathcal{C}(N)$ with respect to the BMO norm. Functions in $\text{VMO}(N)$ can be characterized by means of this lemma (see [4] Lemma 3):
Lemma 2.1. A function \( u \in \text{BMO}(N) \) is in \( \text{VMO}(N) \) if and only if
\[
\lim_{\epsilon \to 0} \sup_{x \in N} \int_{B_\epsilon(x)} |u(y) - \overline{u}_x(x)| \, d\sigma(y) \to 0.
\]

Sobolev spaces provide an interesting class of functions in VMO, since, for critical exponents, the embeddings which fail to be in \( L^\infty \) hold true in VMO:
\[
W^{s,p}(N) \subset \text{VMO}(N) \quad \text{whenever } 0 < s < n, \ sp = n.
\]

In general, VMO functions do not have a trace on the boundary. However, it is possible to introduce a subclass of VMO for which traces are well defined. We sketch here the construction.

In general, VMO functions do not have a trace on the boundary. However, it is possible to introduce a subclass of VMO for which traces are well defined. We sketch here the construction.

First, we need to embed \( N \) as a domain of a bigger manifold \( X \), smooth and without boundary. Here, we take \( X \) as the double of \( N \), that is, the manifold we obtain by gluing two copies of \( N \) along their boundaries. Modifying, if necessary, the value of \( d \) we can assume that \( X \subset \mathbb{R}^d \). Also, let \( U \) be a tubular neighbourhood of \( \partial N \) in \( X \), and assume that the nearest-point projection \( \pi: U \to \partial N \) is well defined. Now, we fix \( g \in \text{VMO}(\partial N) \) and we extend it to a function \( G \), by the formula
\[
G(x) = \begin{cases} 
  g(\pi(x))\chi(x) & \text{if } x \in X \cap U \\
  0 & \text{if } x \in X \setminus U 
\end{cases}
\]
where \( \chi \) is a cut-off function, which is equal to 1 near \( \partial N \) and vanishes outside \( U \). It can be checked that \( G \in \text{VMO}(X) \).

We say that a function \( u \in \text{VMO}(N) \) has trace \( g \) on \( \partial N \), and we write \( u \in \text{VMO}_g(N) \), if and only if the function defined by
\[
\begin{cases} 
  u & \text{in } X \\
  G & \text{in } X \setminus N 
\end{cases}
\]
is in \( \text{VMO}(X) \). This definition is independent on the choice of \( \chi \) and of \( X \) (see [5, Property 6]). The notion of \( \text{VMO}_g \) is stable under diffeomorphism: suppose \( \varphi: X_1 \to X_2 \) is a \( \text{C}^1 \) diffeomorphism between bounded manifolds, mapping diffeomorphically \( \partial X_1 \) onto \( \partial X_2 \). If \( g \in \text{VMO}(\partial X_2) \) and \( u \in \text{VMO}_g(X_2) \), then
\[
u \circ \varphi \in \text{VMO}_{g \circ \varphi}(X_1).
\]

As an example of VMO functions with trace, let us mention that every map in \( \text{W}^{1,n}(N) \) has a trace in the sense of VMO, which coincides with the Sobolev trace.

2.1. Combing an unbounded manifold in VMO. In this section, we prove Proposition [1,1]. Of course, it could be obtained as a corollary of our main result, Theorem [5,24]. Anyway, it can be proved independently, and we present here an elementary argument inspired by [11, Theorem 2.28]. We assume that \( N \) is a compact, connected \( n \)-manifold without boundary, embedded as an hypersurface of \( \mathbb{R}^{n+1} \).

Proof of Proposition [1,1]. It is well-known that, if \( \chi(N) = 0 \), then a nowhere vanishing, smooth (hence VMO) vector field on \( N \) exists. The idea of the proof is the following: One picks an arbitrary continuous field, approximates it with a field \( v \) having a finite number of zeros, then uses the Poincaré-Hopf formula and the hypothesis \( \chi(N) = 0 \) to show that \( \text{ind}(v, N) = 0 \), so \( v \) can be modified into a nowhere vanishing field. This argument is given in detail in the proof of Corollary [1,5] in case \( N \) is a manifold with boundary, and it is even simpler when \( \partial N = \emptyset \).

Let us prove the other side of the proposition: we suppose that a tangent vector field \( v \in \text{VMO}(N) \) such that \( \text{essinf}_{N}|v| > 0 \) exists, and we claim that \( \chi(N) = 0 \). Every compact hypersurface of \( \mathbb{R}^{n+1} \) is orientable, so there is a smooth unit vector field \( \gamma: N \to \mathbb{R}^{n+1} \) such that \( \gamma(x) \perp T_x N \) for all \( x \in N \). The choice of such a map induces an orientation on \( N \), and \( \gamma \) is called the Gauss map of the oriented manifold \( N \). We can also assume that \( n \) is even, since \( \chi(N) = 0 \) whenever \( N \) is a compact, unbounded manifold of odd dimension (see, e.g., [11, Corollary 3.37]).
Consider the function \( H : N \times [0, \pi) \to \mathbb{R}^{n+1} \) given by

\[
H(x, t) := (\cos t)\gamma(x) + (\sin t)v(x).
\]

It is readily checked that \( |H(x, t)|^2 = 1 \) for all \((x, t) \in N \times [0, \pi] \). We claim that

\[
H \in \mathcal{C}^k([0, \pi], \text{VMO}(N, S^n)). \tag{2.4}
\]

Indeed, \( H(\cdot, t) \) is the linear combination of functions in \( \text{VMO}(N) \) and hence belongs to \( \text{VMO}(N) \), for all \( t \). On the other hand, for all \( t_1, t_2 \in [0, \pi] \)

\[
\|H(\cdot, t_1) - H(\cdot, t_2)\|_{\text{BMO}} \leq \|\cos t_1 - \cos t_2\|_{\gamma} \|\gamma\|_{\text{BMO}} + |t_1 - t_2| \|v\|_{\text{BMO}},
\]

whence the claimed continuity (2.4) follows.

Since the degree is a continuous function \( \text{VMO}(N, S^n) \to \mathbb{Z} \) (see [4, Theorem 1]), we infer that

\[
\deg(H(\cdot, 0), N, S^n) = \deg(H(\cdot, \pi), N, S^n).
\]

On the other hand, \( H(\cdot, 0) = \gamma \) and \( H(\cdot, \pi) = -\gamma \). By standard properties of the degree (in particular, Remark 2.2), and since we have assumed that \( n \) is even, we have

\[
\deg(-\gamma, N, S^n) = (-1)^{n+1} \deg(\gamma, N, S^n) = -\deg(\gamma, N, S^n),
\]

hence

\[
\deg(\gamma, N, S^n) = -\deg(\gamma, N, S^n).
\]

By the degree formula (1.6) and Gauss-Bonnet Theorem (see, e.g., [10, page 196]), for an even-dimensional hypersurface \( N \)

\[
\deg(\gamma, N, S^n) = \deg(\gamma, N, S^n) \int_{S^n} d\sigma_n = \frac{1}{\omega_n} \int_N \gamma^*(d\sigma_n) = \frac{1}{\omega_n} \int_N \kappa d\sigma = \frac{1}{2}\chi(N),
\]

where \( d\sigma_n \) is the volume form of \( S^n \), \( \omega_n := \int_{S^n} d\sigma_n \) is the volume of \( S^n \), and \( \kappa \) is the Gaussian curvature of \( N \). Since \( \deg(\gamma, N, S^n) = 0 \) by the above construction, this shows that \( \chi(N) = 0 \) and thus completes the proof.

\textbf{Remark 2.2.} When \( \chi(N) \neq 0 \), Proposition 1.1 shows that there is no unit vector field in the critical Sobolev space \( W^{s,p}(N) \), for \( 0 < s < n \) and \( sp = n \). In contrast, when \( sp < n \) it is not difficult to construct unit vector fields in \( W^{s,p}(N) \). For instance, on \( N = S^{2k} \) one may consider a field with two “hedgehog” singularities, of the form \( x \mapsto x/|x| \), located at the opposite poles of the sphere.

3. The index of a continuous field

We aim to extend Morse formula to the \( \text{VMO} \) setting. As a preliminary step, we need to define the index for any continuous vector field, dropping out the assumption of finitely many zeros. This goal can be achieved quite straightforwardly, by applying a fundamental tool of differential geometry: the transversality theorem. Such a construction is usually given for granted but, for the reader’s convenience, in this section we present it in detail. As a consequence of the transversality theorem, we are able to extend some properties of the classical index of a vector field, namely excision, invariance under homotopy, and stability, to continuous vector fields with any number of zeros. In Propositions 3.3 and 3.6 and in Corollary 3.7 we give the corresponding statements.

Let us start by recalling the definition of transversality. Throughout this section, we denote by \( X \subset \mathbb{R}^d \) a compact, connected and oriented manifold without boundary (in what follows we will take as \( X \) either the double of \( N \) or \( \partial N \)). Also, let \( E \) be a smooth manifold (without boundary), \( \varphi : X \to E \) a map of class \( \mathcal{C}^1 \), and \( Y \subset E \) a submanifold.

\textbf{Definition 3.1.} The map \( \varphi \) is said to be transverse to \( Y \) if and only if, for all \( x \in \varphi^{-1}(Y) \), we have

\[
d\varphi_x(T_xX) \oplus T_{\varphi(x)}Y = T_{\varphi(x)}E.
\]
In other words, we ask the image of $\varphi$ to “cross transversally” the submanifold $Y$, at each point of intersection. In our case of interest, $E = TX$ is the tangent bundle of $X$, equipped with the natural projection $\pi: E \to X$ given by $(x, w) \mapsto x$. We take $\varphi$ to be a section of $\pi$—that is, a map $\varphi: X \to E$ such that $\pi \circ \varphi = \text{Id}_X$. Notice that given a vector field $v: X \to \mathbb{R}^d$, there exists a unique section of $\pi$ induced by $v$, that is $\varphi: x \in X \mapsto (x, v(x)) \in E$.

Vice-versa, each section of $\pi$ induces a unique vector field $X \to \mathbb{R}^d$, because each tangent plane $T_x \in E$ can be regarded as a hyperplane of $\mathbb{R}^d$. Finally, we take $Y$ as the image of the zero section, that is,

$$Y := \{(x, 0): x \in X\} \subset E.$$ 

Clearly, $Y$ is a submanifold of $E$, diffeomorphic to $X$, and $\varphi(x) \in Y$ if and only if $v(x) = 0$.

Transverse sections can be characterized in terms of the corresponding vector fields. To do so, fix a point $x \in X$ and a chart $f: V \to \mathbb{R}^n$ in a neighbourhood of $x$. Then, define the (smooth) map $f_* v: f(V) \subset \mathbb{R}^n \to \mathbb{R}^n$ by

$$f_* v(y) := df^{-1}(y)(v(f^{-1}(y))) \quad \text{for all } y \in f(V) \subset \mathbb{R}^n.$$ 

Since $T_{\varphi(x)}Y = T_x M \oplus \{0\}$, then $\varphi$ is transverse to $Y$ in $x$ if and only if $d\varphi_x$ is invertible, i.e., if and only if $dv_x$ is invertible. As

$$d(f_* v)_{f(x)} = df_x \circ dv_x \circ (df_x)^{-1},$$

we obtain the following

**Proposition 3.1.** The map $\varphi$ is transverse to $Y$ if and only if for all $x \in v^{-1}(0)$ the differential $d(f_* v)_{f(x)}$ is invertible.

If $f, g$ are two local charts around $x$, then $d(f_* v)_{f(x)}$ is invertible if and only if $d(g_* v)_{g(x)}$ is, so this characterization is independent of the choice of the chart. Vector fields in these conditions will simply be called transverse fields. Remark that, for a transverse field $v$, the set $v^{-1}(0)$ is discrete (by the local inversion theorem), hence is finite because $X$ is compact. Moreover, given two coordinate charts $f$ and $g$ which agree with the fixed orientation of $X$, the Jacobians
det \( d(f_v)_{f(x)} \) and \( det \ d(g_v)_{g(x)} \) have the same sign. Thus, if \( U \subset X \) is an open set and \( v \) a vector field on \( X \) satisfying
\[
0 \notin v(\partial U),
\]
the index of \( v \) on \( U \) is well-defined by the formula
\[
(3.1) \quad \text{ind}(v, U) := \sum_{x \in v^{-1}(0) \cap U} \text{sign} \ det \ d(f_v)_{f(x)}.
\]
This formula can be expressed in an equivalent way. Pick a geodesic ball \( B_r(x) \subset U \) around each zero \( x \), so small that no other zero is contained in \( B_r(x) \). Then, \( \frac{f_v}{|f_v|} \) is well-defined as a map \( \partial B_r(x) \simeq S^{n-1} \to S^{n-1} \), and
\[
(3.2) \quad \text{ind}(v, U) = \sum_{x \in v^{-1}(0) \cap U} \deg \left( \frac{f_v}{|f_v|}, \partial B_r(x), S^{n-1} \right).
\]
The equivalence of (3.1) and (3.2) follows, e.g., from [5, Equation (4.1), p. 25].

Since we want to extend the definition of index to any continuous field, it is natural to ask whether a continuous field can be approximated by transverse fields. The transversality theorem gives a positive answer. This result, due to Thom (see [31, 32]), states that transverse mappings are a dense subset of continuous mappings. The statement that we present here is [4, Theorem 14.6]. This formulation is convenient for our purposes, because it guarantees that if \( \varphi \) is a section of \( \pi \), then the approximating transverse maps can be chosen to be sections as well.

**Theorem 3.2 (Transversality theorem).** Let \( \pi: E \to X \) be a smooth vector bundle, \( Y \) a submanifold of \( E \), and \( \varphi: X \to E \) a smooth section of \( \pi \). Then, given any continuous function \( \varepsilon: X \to (0, +\infty) \), there exists a section \( \psi \) of \( \pi \) which is transverse to \( Y \) and satisfies
\[
\|\varphi(x) - \psi(x)\|_{T_xE} \leq \varepsilon(x) \quad \text{for all } x \in X.
\]
Moreover, if \( A \subset X \) is a closed set such that \( \varphi|_A \) is of class \( C^1 \) and transverse to \( Y \), then one can choose \( \psi \) so that \( \psi|_A = \varphi|_A \).

The smoothness assumption on \( \varphi \) is not really a restriction, because every continuous section can be approximated with smooth sections (e.g., working in coordinate charts which trivialize \( \pi \)). Hence, from this theorem we immediately obtain the result we need about vector fields.

**Corollary 3.3.** Let \( U \) be an open subset of \( X \), and let \( v \) be a continuous vector field defined on \( \overline{U} \). If \( v \) satisfies \( 0 \notin v(\partial U) \), then there exists a transverse field \( u \) on \( \overline{U} \), such that
\[
(3.3) \quad u \text{ has finitely many zeros},
\]
\[
(3.4) \quad \sup_{x \in \overline{U}} |v(x) - u(x)| < \inf_{x \in \partial U} |v(x)|.
\]

Now we can define the index of an arbitrary field.

**Definition 3.2.** Let \( v \) be a continuous vector field on \( U \), such that \( 0 \notin v(\partial U) \). If \( v \) is transverse, we define \( \text{ind}(v, U) \) by formula (3.1). Otherwise, we define
\[
\text{ind}(v, U) := \text{ind}(u, U),
\]
where \( u \) is any transverse field satisfying (3.4).

The well-posedness of this definition follows directly from the stability of the index with respect to uniform convergence of continuous vector fields. We comment on this after Corollary 3.7.

The definition of index closely resembles Brouwer’s construction of the degree. This similarity is not coincidental. Indeed, as we mentioned in the Introduction, an equivalent way of making sense of the index for an arbitrary continuous field is to define it as the degree of an appropriate map.
Remark 3.4. More precisely, consider a tubular neighbourhood $M \subset \mathbb{R}^d$ of the manifold $X$, i.e., an open neighbourhood of $X$ in $\mathbb{R}^d$ such that any point $y \in M$ can be uniquely decomposed as $y = x + \nu$, where $x \in X$ and $\nu$ is orthogonal to $T_x X$. Let $\tau: M \to X$ be the map given by $y \mapsto x$, which is smooth if $M$ is small enough. Consider the normal extension of $v$, that is, the continuous function $w: M \to \mathbb{R}^d$ given by

$$w(y) := v(\tau(y)) + y - \tau(y) \quad \text{for all } y \in M.$$ 

Then, we can set

$$\text{ind}(v, U) := \deg(w, \tau^{-1}(U), 0).$$

It is not hard to see that this quantity coincides with the index in the sense of Definition 3.2. Actually, by means of Brezis and Nirenberg degree theory, the right-hand side in this formula makes sense when $v$ is just VMO (and satisfies a suitable nonvanishing condition near the boundary). Thus, one could consider taking (3.5) as a general definition of index. However, for a VMO field $v$ this approach does not allow to define the quantity $\text{ind}(\partial_-, N[v])$, which occurs in Morse’s formula, because $\partial_- N[v]$ may not be open. Henceforth, one would still have to consider continuous fields at first, then take care of the VMO case by an approximation procedure.

Due to this strong link between the index and the degree, it is not surprising that some important properties of the degree have a counterpart for the index. The first property we consider here is excision.

**Proposition 3.5 (Excision).** Let $U_1 \subset U$, $U_2 \subset U$ be two disjoint open sets in $X$, and let $v$ be a continuous vector field on $X$. If $0 \not\in v(U \setminus (U_1 \cup U_2))$, then

$$\text{ind}(v, U) = \text{ind}(v, U_1) + \text{ind}(v, U_2).$$

**Proof.** Using Theorem 3.2, we construct a transverse field $u$ which satisfies

$$\sup_{x \in N} |v(x) - u(x)| < \inf_{x \in U \setminus (U_1 \cup U_2)} |v(x)|.$$

In particular, $u$ vanishes nowhere on $U \setminus (U_1 \cup U_2)$. By Formula (3.1), which defines the index for a transverse field, we deduce

$$\text{ind}(u, U) = \text{ind}(u, U_1) + \text{ind}(u, U_2),$$

hence the lemma is proved. \qed

The second property is the invariance of the index under a continuous homotopy. We state a first version of this principle, in which we allow both the vector field and the underlying domain to vary continuously.

**Proposition 3.6 (General homotopy principle).** Let $\{M_t\}_{0 \leq t \leq 1}$ be a family of compact, oriented $n$-manifolds in $\mathbb{R}^d$, without boundary, such that the set

$$M := \coprod_{0 \leq t \leq 1} M_t \times \{t\}$$

is a $(n + 1)$-submanifold of $\mathbb{R}^d \times [0, 1]$. Let $V$ be an open, connected subset of $M$, and set $V_t := V \cap (\mathbb{R}^d \times \{t\})$. Let $v: V \to \mathbb{R}^d$ be a continuous map such that, for each $0 \leq t \leq 1$,

(i) $v(\cdot, t)$ is a tangent field to $M_t$, and

(ii) $0 \not\in v(\partial V_t)$.

Then, for any $0 \leq t_1, t_2 \leq 1$ such that $V_{t_1} \neq \emptyset$, $V_{t_2} \neq \emptyset$, we have

$$\text{ind}(v(\cdot, t_1), V_{t_1}) = \text{ind}(v(\cdot, t_2), V_{t_2}).$$
Proof. Without loss of generality, we assume $t_1 = 0$, $t_2 = 1$. Then, the assumption $V_0 \neq \emptyset$, $V_1 \neq \emptyset$ and the connectedness of $V$ ensure that $V_t \neq \emptyset$ for all $0 < t < 1$. Using (ii) and the transversality theorem, we can take two smooth, transverse fields $u_0$, $u_1$, satisfying

$$\sup_{x \in V_t} |u_i(x) - v(x, i)| < \inf_{x \in \partial V_i} |v(x, i)|$$

for $i \in \{0, 1\}$. Moreover, we introduce the sets

$$E := \prod_{0 \leq t < 1} TM_t \times \{t\},$$

$$Y := \{(x, 0, t) : 0 \leq t \leq 1, x \in M_t\} \subset E$$

and the map $\pi: E \rightarrow M$, by setting

$$\pi(x, w, t) := (x, t) \quad \text{for all } 0 \leq t \leq 1, x \in M_t, w \in T_x M_t.$$ 

Then, $E$ is a vector bundle over $M$, with fiber $\mathbb{R}^n$ (remark: $E \neq TM$!), and $Y$ is a submanifold of $E$. Moreover, thanks to our assumption (i), the function $\varphi: V \rightarrow E$ given by

$$\varphi(x, t) := (x, v(x, t), t)$$

is a continuous section of $\pi$, and $\varphi(x, t) \in Y$ if and only if $v(x, t) = 0$. By smoothing $v$, then applying the transversality theorem as we did in the proof of Corollary [23], we approximate $v$ by a section $\psi: V \rightarrow E$ which is transverse to $Y$. Denoting by $u(\cdot, t)$ the vector field on $V_t$ induced by $\psi(\cdot, t)$, we can assume that

$$\sup_{x \in V_t} |u(x, t) - v(x, t)| < \inf_{x \in \partial V_t} |v(x, t)| \quad \text{for all } 0 \leq t \leq 1$$

(which is possible, thanks to (ii)) and that $u(\cdot, i) = u_i$ for $i \in \{0, 1\}$ (because $u_0$, $u_1$ are transverse fields already). In particular, $\text{ind}(u(\cdot, t), V_t) = \text{ind}(v(\cdot, t), V_t)$ for all $t$. Then one can argue, e.g. as in [25], to check that $\text{ind}(u_0, V_0) = \text{ind}(u_1, V_1)$. Here is a sketch of the argument. A standard result about transversal maps entails that the set $\psi^{-1}(Y)$ is a smooth submanifold of $M$, of dimension

$$\dim M - \dim E + \dim Y = (n + 1) - (2n + 1) + (n + 1) = 1,$$

hence a disjoint, finite union of smooth curves.

A closed curve in $\psi^{-1}(Y)$ cannot touch $V_0$ nor $V_1$. Indeed, assume by contradiction that there is a curve in $\psi^{-1}(Y)$ touching, say, $V_0$. Consider a parametrization $\gamma: S^1 \rightarrow V$ by a multiple of arc length. Let $\theta \in S^1$ be such that $p := \gamma(\theta) \in V_0$ and denote by $\sigma: M \rightarrow [0, 1]$ the projection $(x, t) \mapsto t$. One has $\gamma'(\theta) \in T_{p, M} \cong T_{\sigma(p)}M_0 \oplus \mathbb{R}$. In fact, $\gamma'(\theta) \in T_{\sigma(p)}M_0$ because

$$d_{\theta} \sigma \left( \gamma'(\theta) \right) = \left. \frac{d}{dt} \sigma(\gamma(t)) \right|_{t=\theta} = 0,$$

as $\sigma \circ \gamma$ attains its minimum at $\theta$. On the other hand, since $u(\gamma(t)) \equiv 0$, we have

$$d_{\theta} u \left( \gamma'(\theta) \right) = \left. \frac{d}{dt} u(\gamma(t)) \right|_{t=\theta} = 0,$$

which contradicts the transversality of $u_0$ because $\gamma'(\theta) \neq 0$, $\gamma'(\theta) \in T_{\sigma(p)}M_0$.

Thus, $\phi^{-1}(Y)$ is the union of smooth curves in $V \setminus (V_0 \cup V_1)$ and arcs whose endpoints are in $V_0 \cup V_1$. These endpoints are exactly the zeros of $u_0$, $u_1$. By considering moving tangent frames along the arcs, one sees that if an arc has both endpoints on $V_0$, then their contributions to the index of $u_0$ are opposite and cancel each other. An analogous property holds if the arc has both the endpoints on $V_1$. On the other hand, the two endpoints of an arc connecting $V_0$ to $V_1$ have the same local index. Thus, summing up over all the arcs, we conclude that $\text{ind}(u_0, V_0) = \text{ind}(u_1, V_1)$. \hfill \Box

In case the domain is fixed, from this general principle we can derive the stability of the index with respect to small perturbations of the fields.
Corollary 3.7 (Stability). Let \( v_0, v_1 \) be two continuous vector fields on \( U \), satisfying \( 0 \notin v_0(\partial U) \), \( 0 \notin v_1(\partial U) \). If

(3.6) \[ |v_0(x) - v_1(x)| < |v_0(x)| \quad \text{for all } x \in \partial U, \]

then \( \text{ind}(v_0, U) = \text{ind}(v_1, U) \).

Proof. Set \( M := X \times [0, 1] \), \( V := U \times [0, 1] \) and let \( v: V \to \mathbb{R}^d \) be given by

\[
v(x, t) := (1-t)v_0(x) + tv_1(x) \quad \text{for all } (x, t) \in V.
\]

Then \( v \) is a continuous function, which satisfies the hypothesis (i) of Proposition 3.6 because \( v(\cdot, t) \) is just a linear combination of \( v_0 \) and \( v_1 \). In addition, using (3.6) we see that

\[
|(1-t)v_0(x) + tv_1(x)| \geq |v_0(x)| - t|v_1(x) - v_0(x)| > 0
\]

for all \( x \in \partial U \) and all \( 0 \leq t \leq 1 \). Hence the condition (ii) is met, so that we can invoke Proposition 3.6 and conclude the proof. \( \square \)

Corollary 3.7 implies that all the continuous vector fields have the same index on \( X \). This agrees with the Poincaré-Hopf formula, which yields \( \text{ind}(v, X) = \chi(X) \).

Now, come back to our manifold \( N \) with boundary, and take a continuous vector field \( v: N \to \mathbb{R}^d \) such that \( 0 \notin v(\partial N) \). The well-posedness of \( \text{ind}(v, N) \) in Definition 3.2 simply follows by taking \( X \) as the topological double of \( N \) and \( U := N \setminus \partial N \).

We introduce the set

(3.7) \[ \partial_-(N)[v] := \{ x \in \partial N : v(x) \cdot \nu(x) < 0 \}, \]

called the inward boundary, which is open in \( \partial N \). (We simply write \( \partial_-N \), when \( v \) is clear from the context). The tangential component \( P_{\partial N}v \) defines a vector field over \( \partial_-N \) and, despite \( 0 \notin v(\partial N) \), it is possible that \( P_{\partial N}v \) vanishes at some point. However, \( P_{\partial N}v \) does not vanish on \( \partial(\partial_-N) \). Indeed,

\[
\partial(\partial_-N) = \{ x \in \partial N : v(x) \cdot \nu(x) = 0 \},
\]

hence if \( x \in \partial(\partial_-N) \) we have \( P_{\partial N}v(x) = v(x) \neq 0 \). Thus, the following definition is well-posed.

Definition 3.3. Let \( v \) be a continuous vector field on \( N \), such that \( 0 \notin v(\partial N) \). We define the inward boundary index of \( v \) by

\[
\text{ind}_-(v, \partial N) := \text{ind}(P_{\partial N}v, \partial_-N).
\]

Notice that the inward boundary index depends only on \( v|_{\partial N} \). Hence, it make sense to compute it for a continuous map \( g \) defined only on \( \partial N \), provided that \( g \) is tangent to \( N \) and vanishes nowhere.

Also the inward boundary index is stable, with respect to small perturbations of the field.

Lemma 3.8. Let \( v: \partial N \to \mathbb{R}^d \) be a continuous function, nowhere vanishing, such that

(3.8) \[ v(x) \in T_xN \quad \text{for all } x \in \partial N. \]

There exists \( \varepsilon_1 = \varepsilon_1(v) > 0 \) such that for all \( \varepsilon \in (0, \varepsilon_1) \), if \( w: \partial N \to \mathbb{R}^d \) is another continuous function satisfying (3.8) and

(3.9) \[ \|v - w\|_{C(\partial N)} \leq \varepsilon, \]

then \( \text{ind}_-(v, \partial N) = \text{ind}_-(w, \partial N) \). For example, an admissible choice of \( \varepsilon_1 \) is

\[
\varepsilon_1 := \frac{\sqrt{5} - 1}{4} \min_{\partial N} |v|,
\]
Proof. Denote by $\nu(x)$ the outward unit normal to $\partial N$ in $T_x N$. Since $v$ is continuous and $\partial N$ is compact, there exists a constant $c > 0$ such that 
\[ |v(x)| \geq c \quad \text{for all } x \in \partial N. \]

Then, combining this lower bound with (3.9), we deduce

\begin{equation}
(3.10) \quad \left| \frac{v(x) \cdot \nu(x)}{|v(x)|} - \frac{w(x) \cdot \nu(x)}{|w(x)|} \right| \leq \frac{2\varepsilon}{c - \varepsilon} \quad \text{for all } x \in \partial N.
\end{equation}

Indeed, for a fixed $x \in \partial N$ we suppose, e.g., that $|w(x)| \leq |v(x)|$. Then
\[
\left| \frac{v(x) \cdot \nu(x)}{|v(x)|} - \frac{w(x) \cdot \nu(x)}{|w(x)|} \right| \leq \left| \frac{v(x) \cdot \nu(x)}{|v(x)|} - \frac{v(x) \cdot \nu(x)}{|w(x)|} \right| + \left| \frac{v(x) \cdot \nu(x)}{|w(x)|} - \frac{w(x) \cdot \nu(x)}{|w(x)|} \right|
\]
\[
\leq \left| \frac{v(x)}{|v(x)|} \right| \left( \frac{1}{|w(x)|} - \frac{1}{|v(x)|} \right) + \left| \frac{v(x) - w(x)}{|w(x)|} \right|
\]
\[
= \left| \frac{v(x) - w(x)}{|w(x)|} \right| + \left| \frac{v(x) - w(x)}{|v(x)|} \right|
\]
\[
\leq 2 \left| \frac{v(x) - w(x)}{|w(x)|} \right|,
\]

whence the desired inequality (3.10). Thus, setting
\[ U_+ := \left\{ x \in \partial N : \frac{w(x) \cdot \nu(x)}{|w(x)|} < \frac{2\varepsilon}{c - \varepsilon} \right\} \]
and
\[ U_- := \left\{ x \in \partial N : \frac{w(x) \cdot \nu(x)}{|w(x)|} > -\frac{2\varepsilon}{c - \varepsilon} \right\}, \]

from (3.10) it follows that
\[ U_- \subset \partial_- N[v] \subset U_+ \quad \text{and} \quad \partial(\partial_- N[v]) \subset U_+ \setminus U_-.
\]

Moreover, for all $x \in U_+ \setminus U_-$ the conditions (3.9) and (3.10) imply

\begin{equation}
(3.11) \quad |P_{\partial N} w(x)| \geq |w(x)| \sqrt{1 - \frac{4\varepsilon^2}{(c - \varepsilon)^2}} \geq \sqrt{(c - \varepsilon)^2 - 4\varepsilon^2}.
\end{equation}

Let $\varepsilon_1$ be the solution to
\[ \varepsilon_1 = \sqrt{(c - \varepsilon_1)^2 - 4\varepsilon_1^2}, \]

i.e., $\varepsilon_1 = c(\sqrt{5} - 1)/4$. As the map $t \mapsto \sqrt{(c - t)^2 - 4t^2}$ is monotone decreasing on $[0, c/3]$, for all $\varepsilon \in (0, \varepsilon_1)$ we have
\[ |P_{\partial N} v - P_{\partial N} w| \leq |v - w| \leq \varepsilon \leq \sqrt{(c - \varepsilon)^2 - 4\varepsilon^2} \leq |P_{\partial N} w|.
\]

The condition (3.6) is thus satisfied, so that we can apply Corollary 5.7 to $P_{\partial N} v, P_{\partial N} w$, to infer
\[ \text{ind}_-(v, \partial N) = \text{ind}(P_{\partial N} v, \partial_- N[v]) = \text{ind}(P_{\partial N} w, \partial_- N[w]). \]

On the other hand, by (3.11) there is no zero of $P_{\partial N} w$ in the region $U_+ \setminus U_-$, which contains the symmetric difference between $\partial_- N[v]$ and $\partial_- N[w]$. Hence, Proposition 3.5 gives
\[ \text{ind}(P_{\partial N} w, \partial_- N[w]) = \text{ind}(P_{\partial N} w, \partial_- N[w]) = \text{ind}_-(w, \partial N). \]

This concludes the proof. \hfill \Box

We can now prove that Morse’s index formula holds true for arbitrary continuous fields.

**Proposition 3.9.** Let $v$ be a continuous vector field on $N$, such that $0 \notin v(\partial N)$. Then,
\[ \text{ind}(v, N) + \text{ind}_-(v, \partial N) = \chi(N). \]
Proof. We show that it is possible to approximate both \(v\) and \(P_{\partial N} v\) using the same transverse field \(u\). Then, the proposition will follow by applying the classical Morse’s formula to \(u\).

Owing to the continuity of \(v\), we find a number \(c > 0\) and a neighbourhood \(U\) of \(\partial N\) in \(N\) such that

\[
|v(x)| \geq c \quad \text{for all } x \in U.
\]

Let \(\varepsilon > 0\) be a small parameter, to be chosen later. We fix a smooth vector field \(\tilde{v}\) on \(N\) such that

\[
\|v - \tilde{v}\|_{\mathcal{C}(N)} \leq \varepsilon.
\]

Then, by Theorem 3.2, we approximate \(P_{\partial N} \tilde{v}\) with a transverse vector field \(\xi\) on \(\partial N\), such that \(\xi\) has finitely many zeros on \(\partial N\) and

\[
\|P_{\partial N} \tilde{v} - \xi\|_{\mathcal{C}(\partial N)} \leq \varepsilon.
\]

We claim that there exists a continuous vector field \(w\) on \(N\), which is smooth on \(U\), satisfies

\[
w = \begin{cases} 
\xi + \tilde{v} - P_{\partial N} \tilde{v} & \text{on } \partial N \\
\tilde{v} & \text{on } N \setminus U
\end{cases}
\]

and

\[
\|v - w\|_{\mathcal{C}(N)} \leq C\varepsilon,
\]

for some constant \(C\) depending only on \(N\). (Remark that the prescribed boundary value for \(w\) is compatible with the condition (3.15), as it follows from (3.13) and (3.14)). We are giving the details of this construction in a moment, but first, we show how to conclude the proof.

By construction, \(w|_{\partial N}\) is a smooth function satisfying (3.8). For \(\varepsilon\) small enough, (3.15) and Lemma 3.8 entail that

\[
\text{ind}_-(v, \partial N) = \text{ind}_-(w, \partial N).
\]

Take \(\varepsilon < c/C\). Then, (3.12) and (3.15) together imply that \(w\) does not vanish on \(U\). In particular, \(w\) is vacuously transverse on \(U\). Using Theorem 3.2, we modify \(w\) out of \(U\) to get a transverse vector field \(u\), such that \(u|_U = w|_U\). As \(u\) can be taken arbitrarily close to \(w\) in the \(\mathcal{C}\)-norm, we can assume that (3.4) is satisfied. Hence,

\[
\text{ind}(v, N) = \text{ind}(u, N).
\]

Since \(u\) is a transverse field, with finitely many zeros, Morse’s identity applies to \(u\). Then, using (3.16) and (3.17), the proposition follows.

Now, let us explain how to construct the map \(w\). Taking a smaller \(U\) if necessary, we can assume that \(U\) is a collar of \(\partial N\). This means, \(U\) is of the form

\[
U = \{x \in N : \text{dist}(x, \partial N) \leq \delta\}
\]

for some \(\delta > 0\), each point \(x \in U\) has a unique nearest projection \(\sigma(x) \in \partial N\), and the mapping \(\varphi\) given by

\[
\varphi(x) := (\sigma(x), |x - \sigma(x)|) \quad \text{for } x \in U
\]

is a diffeomorphism \(U \to \partial N \times [0, \delta]\). For each \(x \in U\), the differential \(d\varphi_x\) is an isomorphism

\[
T_xN \simeq T_{\sigma(x)} \partial N \oplus \mathbb{R},
\]

so \(T_xN\) can be decomposed into a tangential and a normal subspace, with respect to \(\partial N\). To keep the notation simple, we assume here that \(U = \partial N \times [0, \delta]\), and \(\varphi = \text{Id}_U\).

To define \(w\), we interpolate linearly between \(\xi\) and the tangential component of \(\tilde{v}\), but we leave the normal component of \(\tilde{v}\) unchanged. More precisely, given \(x = (y, t) \in \partial N \times [0, \delta]\) we
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Section 2. Moreover, throughout this section we consider a function $g$ the aim of this section. From now on, $X$ is of class $C$ where $w$ is of class $\mathcal{C}^1$ on $U$, continuous on $N$, satisfies $w = \xi + \tilde{v} - P_{\partial N} \tilde{v}$ on $\partial N$. Moreover, for $x = (y, t) \in U$ we have

$$|\tilde{v}(x) - w(x)| \leq \left(1 - \frac{t}{\delta}\right) |\xi(y) - P_{\partial N} \tilde{v}(x)|$$

$$\leq \left(1 - \frac{t}{\delta}\right) \left(|\xi(y) - P_{\partial N} \tilde{v}(y, 0)| + |P_{\partial N} \tilde{v}(y, 0) - P_{\partial N} \tilde{v}(y, t)|\right)$$

$$\leq \left(1 - \frac{t}{\delta}\right) \epsilon + t \left(1 - \frac{t}{\delta}\right) \text{Lip}_U(P_{\partial N} \tilde{v})$$

$$\leq \epsilon + \delta \epsilon.$$  

By choosing $\delta$ small, and combining this inequality with (3.13), we deduce (3.15). □

4. The index in the VMO setting

We have now all the necessary tools to define and study the index of a VMO field, which is the aim of this section. From now on, $X$ will be taken to be the topological double of $N$, as in Section 2. Moreover, throughout this section we consider a function $g \in \text{VMO}(\partial N)$ such that

(4.1) $g(x) \in T_x N$ and $c_1 \leq |g(x)| \leq c_2$ for $\mathcal{H}^{n-1}$-a.e. $x \in \partial N$

for some constants $c_1, c_2 > 0$. Let $v$ be a VMO vector field with trace $g$, that is,

(4.2) $v \in \text{VMO}_g(N), \quad v(x) \in T_x N$ for a.e. $x \in N$.

By definition of $\text{VMO}_g(N)$, the function $u$ given by

$$u := \left\{ \begin{array}{ll} v & \text{on } N \\ G & \text{on } X \setminus N, \end{array} \right.$$  

where $G$ is the extension of $g$ defined in (2.3), is in $\text{VMO}(X)$. Denote the local averages of $u$ and $g$ by

$$\overline{u}_\epsilon(x) := \frac{1}{B^N_x(x)} \int_{B^N_x(x)} u(y) \, d\sigma(y), \quad \text{for } x \in X.$$  

and

$$\overline{g}_\epsilon(x) := \frac{1}{B^N_x(x)} \int_{B^N_x(x)} g(y) \, d\mathcal{H}^{n-1}(y), \quad \text{for } x \in \partial N.$$  

Consider the functions

(4.3) $u_\epsilon := P_X \overline{u}_\epsilon$ and $g_\epsilon := P_X \overline{g}_\epsilon$,

defined on $X$ and $\partial N$, respectively, which are continuous and tangent to $X$. As we will prove in the following Lemma 4.1, Lemma 4.2, and Lemma 4.5 the quantities $\text{ind}(u_\epsilon, N)$ and $\text{ind}_-(g_\epsilon, \partial N)$ are well-defined and constant with respect to $\epsilon$, for $\epsilon$ small enough.

**Definition 4.1.** Given $g \in \text{VMO}(\partial N)$ and $v$ which satisfy (4.1)–(4.2), we define the index and the inward boundary index of $v$ by

$$\text{ind}(v, N) := \text{ind}(u_\epsilon, N) \quad \text{and} \quad \text{ind}_-(v, \partial N) := \text{ind}_-(g_\epsilon, \partial N),$$  

where $\epsilon$ is fixed arbitrarily in $(0, \varepsilon_0)$ and $\varepsilon_0$ is given by Lemma 4.5.
Once we have checked that the index, in the sense of Definition 4.1, is well-defined, Theorem 1.4 will follow straightforwardly from Proposition 3.9. However, before directing our attention to the main theorem, there are some facts which need to be checked.

The next two lemmas compare the behaviour of $g_\varepsilon$ and $u_\varepsilon|_{\partial N}$.

**Lemma 4.1.** For every $\delta > 0$, there exists $\varepsilon_0 \in (0, r_0)$ so that, for all $\varepsilon \in (0, \varepsilon_0)$ and all $x \in \partial N$, we have
\[
|c_1 - \delta| \leq |g_\varepsilon(x)| \leq c_2 + \delta.
\]

**Lemma 4.2.** It holds that
\[
\lim_{\varepsilon \rightarrow 0} \sup_{x \in \partial N} |u_\varepsilon(x) - g_\varepsilon(x)| = 0.
\]

Combining Lemmas 4.1 and 4.2 we deduce that there exist constants $\varepsilon_0, c > 0$ such that
\[
|u_\varepsilon(x)| \geq c, \quad |g_\varepsilon(x)| \geq c
\]
for all $\varepsilon \in (0, \varepsilon_0)$ and all $x \in \partial N$.

In particular,
\[
0 \notin u_\varepsilon(\partial N) \quad \text{and} \quad 0 \notin g_\varepsilon(\partial N)
\]
so $\text{ind}(u_\varepsilon, N)$ and $\text{ind}(g_\varepsilon, \partial N)$ are well-defined, according to Definition 3.2 and Definition 3.3 for all $\varepsilon \in (0, \varepsilon_0)$.

Before proving Lemmas 4.1 and 4.2 we need a useful property.

**Lemma 4.3.** It holds that
\[
\lim_{\varepsilon \rightarrow 0} \sup_{x \in X} |u_\varepsilon(x) - \bar{\nu}_\varepsilon(x)| = \lim_{\varepsilon \rightarrow 0} \sup_{x \in \partial N} |g_\varepsilon(x) - \bar{\nu}_\varepsilon(x)| = 0.
\]

**Proof.** We present the proof for $u_\varepsilon$ only, as the same argument applies to $g_\varepsilon$ as well. Consider a finite atlas $\mathcal{A} = \{U_\alpha\}_{\alpha \in A}$ for $X$ and, for each $\alpha \in A$, let $\nu_1^\alpha, \ldots, \nu_{d-n}^\alpha$ be a smooth moving frame for the normal bundle of $X$, defined on $U_\alpha$ (i.e., $(\nu_i^\alpha(y))_{1 \leq i \leq d-n}$ is an orthonormal base for $T_yX^\perp$, for all $y \in U_\alpha$). Set
\[
C_N := \max_{1 \leq i \leq d-n} \|D\nu_i^\alpha\|_{L^\infty(U_\alpha)} < +\infty.
\]
For all $\alpha \in A$ and $x \in U_\alpha$, we write
\[
u_i^\alpha(x) = \sum_{i=1}^{d-n} (\bar{\nu}_\varepsilon(x) \cdot \nu_i^\alpha(x)) \nu_i^\alpha(x)
\]
and, since $u(y) \cdot \nu_i^\alpha(y) = 0$ for a.e. $y \in U_\alpha$, we have
\[
\bar{\nu}_\varepsilon(x) \cdot \nu_i^\alpha(x) = \int_{B_\varepsilon(x)} u(y) \cdot (\nu_i^\alpha(x) - \nu_i^\alpha(y)) \, d\sigma(y).
\]
Taking into account (4.4), we infer
\[
|\bar{\nu}_\varepsilon(x) \cdot \nu_i^\alpha(x)| \leq C_N \int_{B_\varepsilon(x)} |u(y)||x-y| \, d\sigma(y).
\]
To bound the right-hand-side of this inequality, we exploit the injection $\text{BMO}(X) \hookrightarrow L^p(X)$, which holds true for all $1 \leq p < +\infty$, and the Hölder inequality. For a fixed $p$, we obtain
\[
|\bar{\nu}_\varepsilon(x) \cdot \nu_i^\alpha(x)| \leq C_N \sigma(B_\varepsilon(x))^{-1} \|x-y\|_{L^p(B_\varepsilon(x))} \|u\|_{L^p(X)} \leq C_{N,n,p} \|u\|_{L^p(X)} ,
\]
for some constant $C_{N,n,p}$ depending only on $C_N$ and $p$. Whenever $pt < +\infty$, the $L^p$ norm of $u$ can be bounded using only the BMO norm of $u$ and $\int_X u$ (with the help of [1] Lemmas A.1 and B.3). Thus, choosing $p = p(n) > 1$ so small that $1+n/p-n > 0$, from (4.5) and (4.6) we conclude the proof. □
Proof of Lemma 4.1. Setting
\[ S_x := \{ v \in T_x N : c_1 \leq |v| \leq c_2 \} \]
we have, for all \( x \in \partial N \),
\[
\text{dist}(\overline{\sigma}_x(x), S_x) \leq \int_{B_+X(x)} |\overline{\sigma}_x(x) - g(y)| \, d\sigma(y) + \int_{B_-X(x)} \text{dist}(g(y), S_x) \, d\sigma(y).
\]
The first term in the right-hand side tends to zero as \( \varepsilon \to 0 \), uniformly in \( x \), due to Lemma 2.1.
On the other hand, it holds
\[
\sup_{x, y \in \partial N} \sup_{\text{dist}(x, y) \leq \varepsilon} \text{dist}(v, S_x) \to 0 \quad \text{as} \quad \varepsilon \to 0,
\]
since \( N \) is compact and smooth up to the boundary. Formula (4.8) can be easily proved, e.g., by contradiction: Assume that (4.8) does not hold. Then, we find a number \( \eta > 0 \), a sequence \( (\varepsilon_k)_{k \in \mathbb{N}} \) of positive numbers s.t. \( \varepsilon_k \to 0 \), two sequences \( (x_k, y_k)_{k \in \mathbb{N}} \) in \( N \) and one \( (v_k)_{k \in \mathbb{N}} \) in \( \mathbb{R}^d \), which satisfy
\[ v_k \in S_{y_k}, \quad \text{dist}(x_k, y_k) \leq \varepsilon_k, \quad \text{dist}(v_k, S_{x_k}) \geq \eta. \]
By compactness of \( N \), up to subsequences we can assume that
\[ x_k \to x \in N, \quad y_k \to y \in N, \quad v_k \to v \in \mathbb{R}^d, \]
where \( c_1 \leq |v| \leq c_2 \). Let \( \nu_1, \nu_2, \ldots, \nu_{d-n} \) be a moving frame for the normal bundle of \( N \), defined on a neighbourhood of \( y \). Passing to the limit in the condition
\[ v_k \cdot \nu_i(y_k) = 0 \quad \text{for all} \quad i \]
we find that \( v \in T_x N \), hence \( v \in S_x \). But \( y \neq x \), because \( \text{dist}(x_k, y_k) \leq \varepsilon_k \to 0 \). Thus, we have found \( v \in S_x \) so that \( \text{dist}(v, S_x) \geq \eta/2 > 0 \). On the other hand, if \( \varphi : U \subset N \to \mathbb{R}^n \) is a coordinate chart near \( x \) then
\[ w_k := d\varphi^{-1}(x_k) (d\varphi_x v), \quad \tilde{w}_k := \min \{ \max \{|w_k|, c_1\}, c_2 \} \frac{w_k}{|w_k|} \]
are well-defined for \( k \gg 1 \) and \( \tilde{w}_k \in S_{x_k}, \tilde{w}_k \to v \). This leads to a contradiction.
Thus, we can take advantage of (4.1) and (4.8) to estimate the second term in the right-hand side of (4.7). We deduce that
\[ \sup_{x \in \partial N} \text{dist}(\overline{\sigma}_x(x), S_x) \to 0 \quad \text{as} \quad \varepsilon \to 0 \]
and, invoking Lemma 4.3, we conclude the proof. \( \square \)

Proof of Lemma 4.2. In view of Lemma 4.3, proving that
\[ \lim_{\varepsilon \to 0} \sup_{x \in \partial N} |\overline{\sigma}_x(x) - \overline{\sigma}_x(x)| = 0 \]
is enough to conclude. In addition, it holds
\[
|\overline{\sigma}_x(x) - \overline{\sigma}_x(x)| \leq |\overline{\sigma}_x(x) - \overline{G}_x(x)| + |\overline{G}_x(x) - \overline{\sigma}_x(x)|,
\]
so we can study each term in the right-hand side and prove that they converge to zero as \( \varepsilon \to 0 \).
Let us focus on the first term. We remark that \( \overline{\sigma}_x - \overline{G}_x = (\overline{u} - \overline{G})_x \) and that
\[ u - G = \begin{cases} v - G & \text{on } N \\ 0 & \text{on } X \setminus N. \end{cases} \]
Thus, for all \( x \in \partial N \) we have (recall that \( (u - G)(y) = 0 \) for almost any \( y \in X \setminus N \))
\[
\frac{\sigma(B^X_\varepsilon(x) \setminus N)}{\sigma(B^X_\varepsilon(x))} \left| \frac{1}{(u - G)_\varepsilon(x)} \int_{B^X_\varepsilon(x) \setminus N} \left| (u - G)(y) - (u - G)_\varepsilon(x) \right| \, d\sigma(y) \right| \leq \int_{B^X_\varepsilon(x)} \left| (u - G)(y) - (u - G)_\varepsilon(x) \right| \, d\sigma(y),
\]
where $\sigma$ is the Riemannian measure on $X$. Now, assume for a while that there exist two numbers $\alpha, \varepsilon_0 > 0$ such that

$$
(4.10) \quad \frac{\sigma(B^X_\varepsilon(x) \setminus N)}{\sigma(B^X_\varepsilon(x))} \geq \alpha
$$

for all $x \in \partial N$ and all $\varepsilon \in (0, \varepsilon_0)$. Therefore, when $\varepsilon < \varepsilon_0$ we deduce

$$
\sup_{x \in \partial N} \left| (u - G)_\varepsilon(x) \right| \leq \alpha^{-1} \sup_{x \in \partial N} \int_{B^X_\varepsilon(x)} \left| (u - G)(y) - (u - G)_\varepsilon(x) \right| \, d\sigma(y)
$$

and, since $u - G \in \text{VMO}(X)$, the right-hand side tends to 0 as $\varepsilon \to 0$, by Lemma 2.1. To conclude, we have to prove the validity of (4.10). To this end we assume without loss of generality that $N$ is a smooth, bounded domain in $X \equiv \mathbb{R}^n$. For a fixed $x_0 \in \partial N$, we can locally write $\partial N$ as the graph of a smooth function $\varphi : B_{r_0}(0) \subseteq \mathbb{R}^{n-1} \to \mathbb{R}$. Then, letting $L_{x_0}(x) := \varphi(x_0) + d\varphi(x_0)(x - x_0)$ be the linear approximation of $\varphi$, considering the region between the graphs of $\varphi$ and $L_{x_0}$ we deduce

$$
\left| N \cap B^\varepsilon_{\varepsilon}(x_0) \right| - \frac{1}{2} \left| B^\varepsilon_{\varepsilon}(x_0) \right| \leq \int_{B^{n-1}_{\varepsilon}(x_0)} \left| \varphi(x) - L_{x_0}(x) \right| \, dx.
$$

By the Taylor-Lagrange formula, we have $|\varphi(x) - L_{x_0}(x)| \leq M |x - x_0|^2$, for a suitable constant $M$ controlling the hessian of $\varphi$. Thus

$$
\left| N \cap B^\varepsilon_{\varepsilon}(x_0) \right| - \frac{1}{2} \left| B^\varepsilon_{\varepsilon}(x_0) \right| \leq M \omega_n \varepsilon^{n+2},
$$

where $\omega_n := \mathcal{H}^{n-1}(S^{n-1}) = n |B^n_1(0)|$, and

$$
(4.11) \quad \frac{\left| N \cap B^\varepsilon_{\varepsilon}(x_0) \right|}{\left| B^\varepsilon_{\varepsilon}(x_0) \right|} - \frac{1}{2} \leq nM \varepsilon^2.
$$

The constant $M$ depends on $\varphi$, which is defined just locally, in a neighbourhood of $x_0$. Nevertheless, owning to the compactness of $\partial N$, one needs to consider a finite number of functions $\varphi$ only, and hence it is possible to choose a constant $M$ which satisfies (4.11) for all $x_0 \in N$. Therefore, (4.10) follows.

Now, we have to deal with the second term in (4.9). We can assume, without loss of generality, that $X = \mathbb{R}^n$ and

$$
N = \mathbb{R}^n_+ := \{(x_1, x_2, \ldots, x_n) \in \mathbb{R}^n : x_1 \geq 0\}.
$$

We can always reduce to this case by composing with local coordinates, with the help of a partition of the unity argument. For the sake of simplicity, denote the variable in $\mathbb{R}^n$ by $x = (t, y)$, where $t \in \mathbb{R}$ and $y \in \mathbb{R}^{n-1}$.

Call $\alpha_n$ the volume of the unit ball of $\mathbb{R}^n$. Using Fubini’s theorem and the definition (2.3) of $G$, for $x_0 = (0, y_0)$ and $\varepsilon$ small enough (so that $\chi(t, y) \equiv 1$, for $|t| \leq \varepsilon$) we compute

$$
\mathcal{G}_\varepsilon(x_0) = \frac{1}{\alpha_n \varepsilon^n} \int_{-\varepsilon}^{\varepsilon} \left( \int_{B^{n-1}_{\varepsilon}(y_0, \sqrt{\varepsilon^2 - t^2})} G(t, y) \, dy \right) \, dt
$$

$$
= \frac{\alpha_n - 1}{\alpha_n \varepsilon^n} \int_{-\varepsilon}^{\varepsilon} \left( e^{2t^2 - t^2} \frac{n-1}{2} \int_{B^{n-1}_{\varepsilon}(y_0, \sqrt{\varepsilon^2 - t^2})} g(y) \, dy \right) \, dt
$$

$$
= \frac{\alpha_n - 1}{\alpha_n \varepsilon^n} \int_{-\varepsilon}^{\varepsilon} \left( e^{2t^2 - t^2} \frac{n-1}{2} \sqrt{\varepsilon^2 - t^2} (y_0) \right) \, dt
$$

$$
= \frac{\alpha_n - 1}{\alpha_n \varepsilon^n} \int_{-1}^{1} \left( e^{2s^2 - s^2} \frac{n-1}{2} \sqrt{\varepsilon^2 - (s^2)(y_0)} \right) \, ds
$$

$$
= \alpha^{-1} \int_{-1}^{1} (1 - s^2) \frac{n-1}{2} \sqrt{\varepsilon^2 - (s^2)(y_0)} \, ds.
On the other hand, Fubini’s theorem also implies that
\[
\alpha_n = \alpha_{n-1} \int_{-1}^{1} (1 - t^2)^{\frac{n-1}{2}} \, dt,
\]
thus
\[
|\bar{G}_\varepsilon(x_0) - \bar{g}_\varepsilon(x_0)| \leq \frac{\alpha_{n-1}}{\alpha_n} \int_{-1}^{1} (1 - t^2)^{\frac{n-1}{2}} \left| \bar{g}_{\varepsilon \sqrt{1-t^2}}(y_0) - \bar{g}_\varepsilon(y_0) \right| \, dt.
\]
For all \(-1 < t < 1\), since \(B^{n-1}(y_0, \varepsilon \sqrt{1-t^2}) \subset B^{n-1}(y_0, \sqrt{1-t^2})\) we infer that
\[
|\bar{g}_{\varepsilon \sqrt{1-t^2}}(y_0) - \bar{g}_\varepsilon(y_0)| \leq \int_{B^{n-1}(y_0, \varepsilon \sqrt{1-t^2})} |g(y) - \bar{g}_\varepsilon(y_0)| \, dy
\]
\[
\leq (1 - t^2)^{-\frac{n-1}{2}} \int_{B^{n-1}(y_0, \varepsilon)} |g(y) - \bar{g}_\varepsilon(y_0)| \, dy
\]
and, injecting this information into (4.12), we deduce
\[
|\bar{G}_\varepsilon(x_0) - \bar{g}_\varepsilon(x_0)| \leq 2 \frac{\alpha_{n-1}}{\alpha_n} \int_{B^{n-1}(y_0, \varepsilon)} |g(y) - \bar{g}_\varepsilon(y_0)| \, dy.
\]
Hence, applying once again Lemma 2.1, we conclude that the second term in the right-hand side of (4.9) converges to zero as \(\varepsilon \to 0\), uniformly in \(x \in \partial N\). \(\square\)

**Remark 4.4.** Setting
\[
\text{ind}_-(g, \partial N) := \text{ind}_-(u_\varepsilon, \partial N)
\]
gives another possibility to define the inward boundary index of \(g\), just as natural as our Definition 4.1. However, thanks to Lemma 4.2 and to the stability of the inward boundary index (Lemma 3.8), we deduce that the two definitions agree.

**Lemma 4.5.** There exists \(\varepsilon_0 \in (0, \varepsilon_0)\) so that the functions
\[
\varepsilon \mapsto \text{ind}(u_\varepsilon, N), \quad \varepsilon \mapsto \text{ind}_-(g_\varepsilon, \partial N)
\]
are constant on \((0, \varepsilon_0)\).

**Proof.** We have already remarked that \(\text{ind}(u_\varepsilon, N)\) and \(\text{ind}_-(g_\varepsilon, \partial N)\) are well-defined for \(\varepsilon\) small, as a consequence of Lemmas 4.1 and 4.2. Consider the functions \(H: N \times (0, \varepsilon_0) \to \mathbb{R}^d\) and \(G: \partial N \times (0, \varepsilon_0) \to \mathbb{R}^d\) given by
\[
H(x, \varepsilon) := u_\varepsilon(x) = \text{proj}_{\mathcal{T}_{x,N}} \pi_\varepsilon(x)
\]
and
\[
G(x, \varepsilon) := g_\varepsilon(x) = \text{proj}_{\mathcal{T}_{x,N}} \bar{g}_\varepsilon(x).
\]
These maps are well-defined and continuous. Indeed, it follows from the dominated convergence theorem that \((x, \varepsilon) \mapsto \pi_\varepsilon(x)\) and \((x, \varepsilon) \mapsto \bar{g}_\varepsilon(x)\) are continuous, whereas the family of projections \(\text{proj}_{\mathcal{T}_{x,N}}\) depends continuously on \(x\). Applying Corollary 3.7 and Lemma 3.8 to \(H\) and \(G\) respectively, we conclude that \(\text{ind}(u_\varepsilon, N)\) and \(\text{ind}_-(g_\varepsilon, \partial N)\) are constant with respect to \(\varepsilon\). \(\square\)

After these preliminary lemmas, the proof of our main result, Theorem 1.4, is straightforward.

**Proof of Theorem 1.4.** Let \(v\) be given and let \(u_\varepsilon\) and \(g_\varepsilon\) be the continuous approximants of \(v\) and of its trace, as defined in (4.3). Let \(\varepsilon_0 > 0\) be the constant given by Lemma 4.5. Up to choosing a smaller value of \(\varepsilon_0\), owing to Lemma 4.1 and Lemma 4.2 for all \(\varepsilon \in (0, \varepsilon_0)\) and all \(x \in \partial N\) we have
\[
|u_\varepsilon(x)| \geq \frac{c_1}{2}, \quad |g_\varepsilon(x)| \geq \frac{c_1}{2},
\]
\[
|u_\varepsilon(x) - g_\varepsilon(x)| < \frac{\sqrt{5} - 1}{8} c_1.
\]
Therefore, by Lemma 3.8, for all \( \varepsilon \in (0, \varepsilon_0) \)
\[
(4.13) \quad \operatorname{ind}(u_\varepsilon, \partial N) = \operatorname{ind}(g_\varepsilon, \partial N).
\]
To conclude, by Definition 4.1 and Proposition 3.9 we obtain
\[
\operatorname{ind}(v, N) + \operatorname{ind}(v, \partial N) = \operatorname{ind}(u_\varepsilon, N) + \operatorname{ind}(g_\varepsilon, \partial N)
\]
\[
\tag{4.14}
\operatorname{ind}(u_\varepsilon, N) + \operatorname{ind}(u_\varepsilon, \partial N) = \chi(N),
\]
which proves Theorem 1.4.

We can finally give the proof of Proposition 1.5.

**Proof of Proposition 1.5.** Since a field \( v \in \operatorname{VMO}_g(N) \) satisfying \( 1.4 \) has \( \operatorname{ind}(v, N) = 0 \), Theorem 1.4 directly implies \( 1.8 \). In order to prove the converse implication, let a field \( g \in \operatorname{VMO}(\partial N) \) be given, such that \( 1.5 \) and \( 1.8 \) hold. By Lemma 4.5 there exists \( \varepsilon > 0 \) such that the continuous field \( g_\varepsilon \), defined by
\[
\bar{g}_\varepsilon(x) := \int_{B_{\varepsilon^2}(x)} g(y) \, d\mathcal{H}^{n-1}(y), \quad g_\varepsilon(x) := P_X \bar{g}_\varepsilon(x), \quad \text{for } x \in \partial N,
\]
satisfies
\[
(4.14) \quad \operatorname{ind}(g_\varepsilon, \partial N) = \operatorname{ind}(g, \partial N) \leq \chi(N).
\]
Moreover, by Lemma 4.1, we can choose \( \varepsilon \) such that
\[
\frac{c_1}{2} \leq |g_\varepsilon| \leq 2c_2.
\]

Let \( G_\varepsilon \in \operatorname{VMO}_g(X) \) be its standard extension (defined in \( 2.3 \)). As \( 0 \notin G_\varepsilon(\partial N) \), by the Transversality Theorem 3.2 there exists a smooth tangent vector field \( F \) on \( X \) such that \( F \) has finitely many zeros in \( N, F|_{\partial N} = g_\varepsilon \) and, by stability (Corollary 3.7) and by Theorem 1.4, that
\[
\operatorname{ind}(F, N) = \operatorname{ind}(G_\varepsilon, N) = \chi(N) - \operatorname{ind}(G_\varepsilon, \partial N) = \chi(N) - \operatorname{ind}(g_\varepsilon, \partial N) \leq 0.
\]

Assume for the moment that \( |F(x)| > 0 \) for all \( x \in X \), then we just need to modify the trace of \( F \) on \( \partial N \) and to rescale it. Let \( U \) be the tubular neighbourhood used in the definition of the extension \( G \) of \( g \) and let \( d_\varepsilon(x, \partial N) \) be the geodesic distance from \( \partial N \). Define
\[
\bar{F}(x) := \begin{cases} F(x) & \text{if } x \in X \setminus U, \\ d_\varepsilon(x, \partial N)F(x) + G(x) & \text{if } x \in U. \end{cases}
\]
The new field clearly satisfies \( \bar{F}(x) \in \operatorname{VMO}_g \), as \( d_\varepsilon(x, \partial N)F(x) \) is continuous with zero trace on \( \partial N \) and \( G \in \operatorname{VMO}_g \) by definition. Moreover, as the mapping
\[
\gamma : t \mapsto (1 - t)\bar{F} + tF
\]
is continuous from \( [0, 1] \) to \( \operatorname{BMO}(X) \) (indeed \( \|\gamma(t) - \gamma(s)\|_{\operatorname{BMO}} \leq |t - s|\|F - \bar{F}\|_{\operatorname{BMO}} \)) by the general homotopy principle (Proposition 3.6)
\[
\operatorname{ind}(\bar{F}, X) = \operatorname{ind}(F, X) = 0.
\]
Finally, let
\[
A_1 := \{ x \in X : |F(x)| < c_1 \}, \quad A_2 := \{ x \in X : |F(x)| > c_2 \}.
\]
Again, we assume for the moment that \( |\bar{F}(x)| > 0 \) for all \( x \in X \). The field defined by
\[
v(x) := \begin{cases} \frac{\bar{F}(x)}{\bar{F}(x)} & \text{if } x \in A_i, \; i = 1, 2, \\ \frac{c_i}{\bar{F}(x)} & \text{otherwise.} \end{cases}
\]
belongs to \( \operatorname{VMO}_g(N) \) and satisfies \( 1.4 \).
To conclude, we note that there is a standard technique to modify a continuous field \( u \) such that

\[
\text{ind}(u, N) = 0, \quad \text{and} \quad \# \{ x \in N : u(x) = 0 \} < +\infty
\]

into a continuous field \( \tilde{u} \) such that \(|\tilde{u}| > 0 \) and \( \tilde{u} = u \) on \( \partial N \). We sketch here the idea. First, up to a continuous transformation, we can assume that all the zeros are contained in one coordinate neighbourhood \( U \), with chart \( \phi : U \to D \subset \mathbb{R}^n \), so we can reduce to study the vector field in coordinates: let \( D = B_1(0), \; D_{1/2} = B_{1/2}(0) \), assume that \( u : D \to \mathbb{R}^n \) and \(|u| > 0\) in \( D \setminus D_{1/2} \). Then,

\[
0 = \text{ind}(u, D) = \deg \left( \frac{u}{|u|}, \partial D, S^{n-1} \right).
\]

By a classical result (see, e.g., [13]), there exists a harmonic field \( \psi : D \to S^{n-1} \) such that \( \psi_{|\partial D} = \frac{u}{|u|} \). Define

\[
\tilde{\psi}(x) := \begin{cases} 
\psi(x) & \text{if } x \in D_{1/2} \\
\psi(x)(2d(x, \partial D) + (1 - 2d(x, \partial D)|u(x)|)) & \text{if } x \in D \setminus D_{1/2},
\end{cases}
\]

so that \( \tilde{\psi}(x) \) is continuous on \( D \), nowhere zero, and it agrees with \( u \) on \( \partial D \). To conclude, the field

\[
\tilde{u}(x) := \begin{cases} 
u & \text{if } x \in N \setminus U \\
\phi^* \tilde{\psi} & \text{if } x \in U
\end{cases}
\]

is continuous and nowhere zero on \( N \). Here \( \phi^* \tilde{\psi}(x) := d\phi_{\phi(x)}^{-1} \tilde{\psi}(\phi(x)) \) denotes the usual pullback of \( \tilde{\psi} \) via \( \phi \).

\[\square\]

5. An application: \( Q \)-tensor fields and line fields.

In the mathematical modelling of Liquid Crystals two different theories are eminent. In the Frank-Oseen theory the molecules are represented by the unit vector field \( u \) which appears in the energy \([1,1]\). The main drawback of this approach is to neglect the natural head-to-tail symmetry of the crystals. The theory of Landau-de Gennes takes this symmetry into account by introducing a tensor-valued field, called \( Q \)-tensor, to which is associated a scalar parameter \( s \) that represents the local average ordered/disordered state of the molecules. In the particular, but physically relevant, case when the order parameter is a positive constant, there is a bijection between \( Q \)-tensors and line fields. The differences between the vector-based and the line field-based theory have been studied in \([1]\), in two- and three-dimensional Euclidean domains. In this Section we have to aims: firstly we apply the results obtained in Section 4 to fields on a compact surface, obtaining the VMO-analogue of Poincaré-Kneser Theorem (see Theorem \([5,2]\) below); secondly we show how the question of orienting a line field, studied in \([1]\), has generally a negative answer on a compact surface. As it happens for liquid crystals in Euclidean domains, the elastic part of the Landau-de Gennes energy for nematic shells is, at least in some simplified situations, proportional to a Dirichlet type energy. See on this regard \([10]\) and \([22]\). Therefore, owing to the embedding of Sobolev spaces in VMO spaces, \([13]\), Proposition \([5,3]\) establishes a relation between the existence of finite energy \( Q \)-tensors with strictly positive order parameter and the topology of the underlying surface, thus extending our application scope from the Frank-Oseen theory to the (constrained) Landau-de Gennes one, for uniaxial nematic shells.

5.1. \( Q \)-tensors and line fields. Nematic shells are the datum of a compact, connected and without boundary surface \( N \subset \mathbb{R}^3 \) coated with a thin film of rod-shaped, head-to-tail symmetric particles of nematic liquid crystal. At a given point \( x \in N \), the local configuration is represented by a probability measure \( \mu_x \) on the unit circle \( S^1 \) in \( T_x N \). More precisely, for each Borel set \( A \subset S^1 \), \( \mu_x(A) \) is the probability of finding a particle at \( x \), with direction contained in \( A \). To account for the symmetry of the particles, we require

\[
\mu_x(A) = \mu_x(-A)
\]
for each Borel set $A \subset S$. Due to this constraint, the first-order momentum of $\mu_x$ vanishes. Hence, we are naturally led to consider the second-order momentum

$$Q = \sqrt{2} \int_{S_x} \left(p^{\otimes 2} - \frac{1}{2}p_x^2 \right) \, d\mu_x(p),$$

where $(p^{\otimes 2})_{ij} := p^i p^j$ and $P_x$ denotes the orthogonal projection on $T_xN$. Note that $Q$ has been suitably renormalized, so that $Q = 0$ when $\mu_x$ is the uniform measure, and $|Q| = 1$ when $\mu_x$ is a Dirac measure concentrated on one direction (see \cite{22}). This formula defines a real $3 \times 3$ symmetric and traceless matrix called $Q$-tensor. As we are interested in fields on surfaces, we replaced the usual three-dimensional renormalization term $-\frac{1}{2}Id$ by $-\frac{1}{2}P_x$ (see, e.g., \cite{10}). Once we have fixed an orientation on $N$, we let $\gamma$ denote the Gauss map. By definition \ref{eq:5.2}, $Q\gamma(x) = 0$, which translates the intuitive fact that the probability of finding a particle in the normal direction of the surface is zero. We call this type of anchoring a degenerate (tangent) anchoring (see \cite{22}).

For any $x \in N$ we define the class of “admissible tensors” at $x$ as

$$Q_x := \{ Q \in \mathcal{Q}_0 : Q\gamma(x) = 0 \},$$

where $\mathcal{Q}_0$ is the space of $3 \times 3$ real, symmetric, and traceless matrices, endowed with the scalar product $Q \cdot P = \sum_{ij} Q_{ij} P_{ij}$. It is clear from the definition that $Q_x$ is a linear subspace of $\mathcal{Q}_0$ of dimension 2 (this can be easily checked, e.g., by proving that the map $\mathcal{Q}_0 \to \mathbb{R}^3$ given by $Q \mapsto Q\gamma(x)$ is surjective). Moreover, $Q_x$ varies smoothly with $x$.

**Lemma 5.1.** The set

$$Q := \prod_{x \in N} Q_x,$$

equipped with the natural projection $(x, Q) \mapsto x$, is a smooth vector bundle on $N$.

**Proof.** Consider a smooth orthonormal frame $(n, m, \gamma)$ defined on a coordinate neighbourhood of $N$, where $(n, m)$ is a basis for the tangent bundle of $N$. With straightforward computations, one can see that the matrices

$$X_{ij} := n_i n_j - m_i m_j, \quad Y_{ij} := n_i m_j + m_i n_j,$$

$$E_{ij} := \gamma_i \gamma_j - \frac{1}{3} \delta_{ij}, \quad F_{ij} := n_i \gamma_j + \gamma_i n_j, \quad G_{ij} := m_i \gamma_j + \gamma_i m_j$$
define an orthogonal frame for $\mathcal{Q}_0$. Moreover, $(X(x), Y(x))$ is a basis for $Q_x$; at each point $x$ (see \cite{14} for a use of this basis with a particular choice for $(n, m, \gamma)$). The lemma follows easily. \hfill $\square$

We can now analyze the special structure of the matrices in $Q_x$. Fix $Q \in Q_x$, from \ref{eq:5.3} it follows that $\gamma(x)$ is an eigenvector of $Q$, corresponding to the zero eigenvalue. Since $Q$ is symmetric and traceless, there exists an orthonormal basis $(n, m)$ of $T_xN$, whose elements are eigenvectors of $Q$, and the corresponding eigenvalues are opposite. Thus, denoting by $n$ the eigenvector corresponding to the positive eigenvalue, $Q$ can be written in the form

$$Q = \frac{s}{2} \left( n^{\otimes 2} - m^{\otimes 2} \right)$$

for some $s \geq 0$ (if $s = 0$, then $Q = 0$ and any choice of $n$ is allowed). Using the identity $n^{\otimes 2} + m^{\otimes 2} = P_x$, we conclude that for each $Q \in Q_x$ there exist a number $s \geq 0$ and a unit vector $n \in T_xN$ such that

$$Q = s \left( n^{\otimes 2} - \frac{1}{2}P_x \right).$$

The number $s$, called the order parameter, is uniquely determined, and from \ref{eq:5.4} we obtain

$$|Q|^2 = Q \cdot Q = \frac{s^2}{4} \left( n^{\otimes 2} - m^{\otimes 2} \right) \cdot \left( n^{\otimes 2} - m^{\otimes 2} \right) = \frac{s^2}{4} \left( n^{\otimes 2} \cdot n^{\otimes 2} + m^{\otimes 2} \cdot m^{\otimes 2} \right) = \frac{s^2}{2}.$$  

When $Q \neq 0$, $n$ is also uniquely determined, up to a sign. Thus, each $Q \in Q_x \setminus \{0\}$ identifies a positive number and a (un oriented) direction in $T_xN$, that is, a line field.
A line field on $N$ (also called 1-distribution) is an assignment of a (non zero) tangent direction — but not an orientation — to each point of the submanifold $N$. More precisely, following [29, Chapter 6] a line field $L$ is a function that assigns to each point $x$ of a manifold $N$ a one-dimensional subspace $L(x) \subset T_x N$. Then $L$ is spanned by a vector field locally; that is, we can choose a vector field $v$ such that $0 \neq v(x) \in L(x)$ for all $x$ in some neighbourhood of $x$. We say that $L$ is a smooth (continuous) 1-distribution if the vector field $v$ can be chosen to be smooth (continuous) in a neighbourhood of each point.

Conversely, to a given line $\ell \subset T_x N$ generated by a unit vector $\xi \in T_x N$ it is possible to associate the measure $\mu_\xi := \frac{1}{2} \delta_\xi + \frac{1}{2} \delta_{-\xi}$ and thus by (5.2) the direction $\xi$ corresponds to

$$Q = \sqrt{2} \left( \xi \otimes_2 - \frac{1}{2} \mathbb{P} \right),$$

which is a unit $Q$-tensor. The reason for associating to the direction $\xi$ the measure $\mu_\xi = \frac{1}{2} \delta_\xi + \frac{1}{2} \delta_{-\xi}$, instead of simply $\delta_\xi$, is to be found in the head-to-tail symmetry of the molecules expressed by (5.1). Thus, line fields on $N$ can be identified with sections of the bundle $Q$, having modulus one.

In the following, we relax the condition $|Q| = 1$, by requiring $|Q|$ to be bounded and uniformly positive.

5.2. Existence of VMO line fields. In what follows, we assume that $N \subset \mathbb{R}^3$ is a smooth, compact, connected surface, without boundary. Based on Proposition 1.1 and on the results of Section 4 in Proposition 5.3 we prove that the existence of a VMO line field is subject to the same topological obstruction that holds for continuous vector fields. If we restrict to the continuous setting, the following result is classical (see, e.g., [12, Theorem 2.4.6, p. 24])

**Theorem 5.2** (Poincaré-Kneser). Let $N$ be a compact, connected submanifold of $\mathbb{R}^{n+1}$. Then a continuous line field exists if and only if $\chi(N) = 0$.

**Definition 5.1.** A VMO line field on $N$ is a map $Q \in \text{VMO}(N, \mathcal{S}_0)$, such that

$$Q(x) \in Q_x \quad \text{and} \quad c_1 \leq |Q(x)| \leq c_2$$

for some constants $c_1, c_2 > 0$ and $\mathcal{H}^2$-a.e. $x \in N$.

The condition $Q \in \text{VMO}(N, \mathcal{S}_0)$ makes perfectly sense, because $\mathcal{S}_0 \simeq \mathbb{R}^5$ is a finite-dimensional linear space.

**Proposition 5.3.** If a VMO line field on $N$ exists, then $\chi(N) = 0$, that is, $N$ has genus 1.

**Proof.** The proof is based on the arguments of Section 4 with straightforward adaptations. We approximate $Q$ with a family of continuous functions, by setting

$$\overline{Q}_\varepsilon(x) := \int_{B^+_\varepsilon(x)} Q(y) d\sigma(y)$$

for each $x \in N$ and $\varepsilon \in (0, r_0)$. Then, we define

$$Q_\varepsilon(x) := \text{proj}_{Q_x} \overline{Q}_\varepsilon(x), \quad x \in N.$$

The functions $Q_\varepsilon$ are continuous, since the $Q_\varepsilon$’s vary smoothly (see Lemma 5.1). Owing to (5.8), and arguing as in Lemma 4.1, it can be proved that

$$\frac{c_1}{2} \leq |Q_\varepsilon(x)| \leq 2c_2$$

for all $x \in N$ and $\varepsilon$ small enough. In view of formula (5.5), each $Q_\varepsilon$ induces a continuous line field on $N$. In fact, the continuity of $Q_\varepsilon$ gives the continuity of $|Q_\varepsilon|$. Consequently, we have that $s$ is a continuous function, thanks to (5.6). On the other hand, the representation formula (5.5) gives that

$$n^{\otimes 2}(x) = \frac{Q(x)}{s(x)} + \frac{1}{2} \mathbb{P}_x,$$
which implies the continuity of \( n^{\otimes 2} \) thanks to the assumed strict positivity of \( s \) and thanks to the continuity of the projection operator. The tensor \( n^{\otimes 2} \) is the line field we were looking for. Thus, by Theorem 5.2, it must be \( \chi(N) = 0 \). \( \square \)

5.3. Orientability of line fields. A typical problem in the study of line fields is to understand in which circumstances a Q-tensor can be described in terms of a vector, that is when, given a tensor field \( Q \) with a specified regularity, one can find a unit vector field \( n \) with the same regularity, such that (in three dimensions)

\[
Q = s \left( n^{\otimes 2} - \frac{1}{3} I \right)
\]

for some positive constant \( s \). In other words, we are trying to prescribe an orientation for the Q-tensor without creating artificial discontinuities in the vector \( n \). If for a given tensor \( Q \) we can find a vector \( n \) for which the representation (5.9) holds, we say that \( Q \) is orientable, otherwise non-orientable. The problem of the orientability of a Q-tensor has been addressed and solved by Ball and Zarnescu in [1], in the case of two- and three-dimensional Euclidean domains. They showed that the conditions for orienting a given tensor field are of topological as well as of analytical nature. Precisely, they require a Sobolev-type regularity, i.e. \( Q \in W^{1,p}(\Omega) \) with \( p \geq 2 \), together with the condition that the domain \( \Omega \) be simply connected.

Regarding Q-tensor fields on manifolds (which we assume here to be compact, connected, without boundary), we observe that there exists no two-dimensional surface \( N \) and exponent \( p \geq 2 \) such that \( Q \in W^{1,p}(N) \Rightarrow Q \) is orientable. Indeed, by Proposition 1.1 the only surface which allows for the existence of a unit vector field with regularity at least \( W^{1,2} \) is the torus, which is not simply connected, and on which simple examples of smooth nonorientable line fields can easily be constructed (see Fig. 3).

**Figure 3.** The case of an axisymmetric torus, with radii \( R = 2, r = 1 \), parametrized by \( X(\theta, \phi) = ((2 + \cos \theta) \cos \phi, (2 + \cos \theta) \sin \phi, \sin \theta) \), on \([0, 2\pi] \times [0, 2\pi]\). Let \( e_\theta := \partial_\theta X / |\partial_\theta X|, e_\phi := \partial_\phi X / |\partial_\phi X| \). We give a schematic representation of the two line fields defined via

\[
n_i(\theta, \phi) := \cos \left( \frac{2i + 1}{2} \phi \right) e_\theta + \sin \left( \frac{2i + 1}{2} \phi \right) e_\phi, \quad i = 0, 1.
\]
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