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1. Introduction

Many problems in science and engineering are modelled mathematically by systems of partial differential equations (PDEs). Some of these problems involve coupling surface and interior (bulk) dynamics resulting in coupled systems of surface-bulk PDEs. Such systems arise naturally in many fluid dynamics applications and biological processes. In developmental biology, for example, it is essential the emergence of polarised states in the form of heterogeneous distributions of chemical substances (proteins and lipids). Examples of such processes include (but are not limited to) the formation of buds in yeast cells and cell polarisation in biological cells due to responses to external signals through the outer cell membrane [26,27]. In the context of reaction–diffusion processes, such symmetry breaking arises when a uniform steady state, stable in the absence of diffusion, is driven unstable when diffusion is present thereby giving rise to the formation of spatially inhomogeneous solutions in a process now well-known as the Turing diffusion-driven instability [29]. Classical Turing theory requires that one of the chemical species, typically the inhibitor, diffuses much faster than the other, the activator resulting in what is known as long-range inhibition, short-range activation [10,16].

Recently, there has been a surge in studies on models that couple bulk dynamics to surface dynamics. For example, Rätz and Röger [27] study symmetry breaking in a bulk-surface reaction–diffusion model for signalling networks. In this work, a single diffusion partial differential equation (the heat equation) is formulated inside the bulk of a cell, while on the cell-surface, a system of two membrane reaction–diffusion equations is formulated. The bulk and cell-surface membrane are coupled through a Robin-type boundary condition and a flux term for the membrane system [27]. Elliott and Ranner [8] study a fixed element approach to a sample elliptic problem: a single elliptic partial differential equation is posed in the bulk and another is posed on the surface. These are then coupled through Robin-type boundary conditions. Burman et al. [4] recently developed cut finite element methods for coupled bulk-surface problems. In this article, single time-independent elliptic parabolic equations are coupled in the bulk and surface through non-zero flux boundary conditions. A trace finite element method has recently been proposed to study a class of coupled bulk-interface transport problems posed on evolving volumes and surfaces [12]. Again, coupling of the bulk and surface dynamics is through non-zero boundary conditions. Novak et al. [24] present an algorithm for solving a diffusion equation on a curved surface coupled...
to a diffusion model in the volume. Checkklin et al. [6] study bulk-mediated diffusion on planar surfaces. Again, diffusion models are posed in the bulk and on the surface coupling them through boundary conditions. In the area of tissue engineering and regenerative medicine, electrospun membrane are useful in applications such as filtration systems and sensors for chemical detection. Understanding of the fibres’ surface, bulk and architectural properties is crucial to the success of development of integrative technology. Nisbet et al. [23] present a detailed review on surface and bulk characterisation of electrospun membranes of porous and fibrous polymer materials. To explain the long-range proton translocation along biological membranes, Medvedev and Stuchebrukhov [22] propose a model that takes into account the coupled bulk-diffusion that accompanies the migration of protons on the surface.

In most of the above work, either elliptic or diffusion models in the bulk have been coupled to surface-elliptic or surface-diffusion or surface-reaction–diffusion models posed on the surface through Robin-type boundary conditions [6,8,22–24,26,27]. Here, our focus is to couple systems of reaction–diffusion equations posed both in the bulk and on the surface, setting a mathematical and computational framework to study more complex interactions such as those observed in cell biology, tissue engineering and regenerative medicine, developmental biology and biopharmaceutical [6,8,22–24,26,27].

The coupled system of bulk-surface reaction–diffusion equations (BSRDEs) may be numerically solved using various discretisation schemes and techniques. We choose to employ the bulk finite element method [9] to numerically solve the bulk-reaction–diffusion system while the surface finite element method [7] is employed to compute numerical solutions corresponding to the surface-reaction–diffusion system. The key idea of the finite element method is that two finite element spaces are constructed, the bulk and surface finite element spaces, by taking a set of all continuous piecewise polynomial functions on each bulk simplex or boundary face element [8]. The bulk and surface reaction–diffusion systems are coupled through Robin-type boundary conditions. The coupled bulk-surface finite element algorithm is implemented in deal.II [1].

Other plausible numerical methods for solving such systems include (but are not limited to) finite volume methods [5], particle methods using level set descriptions of the surface [11,14] and closest-point methods [18,19].

Our article is therefore structured as follows. In Section 2 we present the coupled bulk-surface reaction–diffusion system on stationary volumes with appropriate boundary conditions coupling the bulk and surface partial differential equations. Within this section, we give some specific examples of the applications of the coupled system of PDEs. The bulk-surface finite element framework is presented in Section 3. Here we describe how the two finite element spaces are constructed to enable us to carry out the spatial discretisation of the model system. We also detail how the bulk and surface triangulations are carried out. To discretise in time, we use the fractional-step method coupled with the Newton method to treat nonlinearities arising from the nonlinear reactions. Numerical experiments are presented in Section 4 where we discuss how bulk dynamics influence patterning on the surface and vice versa. We conclude and discuss the implications of our studies in Section 5 as well as setting foundations for future research.

2. Coupled system of bulk-surface reaction–diffusion equations (BSRDEs) on stationary volumes

In this section we present our model system which comprises a system of coupled bulk-surface reaction–diffusion equations (BSRDEs) posed in a three-dimensional volume as well as on its surface. We impose boundary conditions on the system of reaction–diffusion equations in the interior of the volume that couple internal dynamics to surface dynamics. Since we are interested in closed surfaces (whose boundary is empty) then the system of reaction–diffusion system on the surface is devoid of boundary conditions.

2.1. Notation

Let be a closed, compact and smooth hypersurface without boundary in containing , then for any function which is differentiable in , we define the tangential gradient on by

\[ \nabla_{\Gamma} u = \nabla u - (\nabla u \cdot \mathbf{n}) \mathbf{n}, \]

where \( \cdot \) denotes the dot product and \( \nabla \) denotes the gradient in \( \mathbb{R}^{n+1} \). The tangential gradient is the projection of the gradient onto

![Fig. 1. An example illustrating how the surface triangulation (bottom row) is naturally induced by the volume or bulk (top row) triangulation. Part of the domain has been cut away and shown on the right to reveal some internal mesh structure [21].](image)

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Parameter values for the coupled system of bulk-surface reaction–diffusion equations (2.1)–(2.6).</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>( b )</td>
</tr>
<tr>
<td>0.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Model parameter values used in simulations for Figs. 2–9.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Figure</td>
<td>( d_{\text{lo}} )</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>1.0</td>
</tr>
<tr>
<td>6</td>
<td>10.0</td>
</tr>
<tr>
<td>7</td>
<td>10.0</td>
</tr>
<tr>
<td>8</td>
<td>20.0</td>
</tr>
<tr>
<td>9</td>
<td>20.0</td>
</tr>
</tbody>
</table>
the tangent plane, thus \( V_f \cdot \mathbf{n} = 0 \). The Laplace–Beltrami operator on the surface \( \Gamma \) is defined to be the tangential divergence of the tangential gradient \( \Delta_f u = V_f \cdot V_f u \). For a vector function \( \mathbf{u} = (u_1, u_2, \ldots, u_N, \ldots) \in \mathbb{R}^{N+1} \) the tangential divergence is defined by

\[
\nabla_f \cdot \mathbf{u} = \nabla \cdot \mathbf{u} - \sum_{i=1}^{N-1} (\nabla u_i) n_i.
\]

2.2. A coupled system of bulk-surface reaction–diffusion equations (BSRDEs)

For a bounded volume \( \Omega \subset \mathbb{R}^N \) (\( N = 2, 3 \)) with boundary \( \Gamma = \partial \Omega \) and \( I = [0, T] \) (\( T > 0 \)), let us assume that \( \mathbf{u}(\mathbf{x}, t), \mathbf{v}(\mathbf{x}, t) : \Omega \rightarrow \mathbb{R} \) are two chemical concentrations (species) that react and diffuse in \( \Omega \) and \( r(\mathbf{x}, t), s(\mathbf{x}, t) : \Gamma \rightarrow \mathbb{R} \) be two chemical species residing only on the surface \( \Gamma \) which react and diffuse on the bulk surface. In the absence of cross-diffusion and assuming that coupling is only through the reaction kinetics, we pose the following non-dimensionalised coupled system of BSRDEs [21]:

\[
\begin{align*}
\frac{\partial u_i}{\partial t}(\mathbf{x}, t) &= \Delta_f u_i(\mathbf{x}, t) + \gamma_f \mathbf{f}(u_i, v) \quad \mathbf{x} \text{ on } \Omega, \ t > 0, \\
\frac{\partial v}{\partial t}(\mathbf{x}, t) &= \gamma_\Omega g(\mathbf{u}, \mathbf{v}) \quad \mathbf{x} \text{ on } \Gamma, \ t > 0,
\end{align*}
\]

where \( u_i \) and \( v \) are in the bulk (left column) and \( r \) and \( s \) on the surface (right column) corresponding to the chemical species \( u \) and \( v \) in the bulk (left column) and \( r \) and \( s \) on the surface (right column) corresponding to the coupled system of BSRDEs (2.1)–(2.6) with \( d_u = 1 \) in the bulk, \( d_f = 1 \) on the surface and \( \gamma_\Omega = \gamma_f = 500 \). The convergence criteria are defined by (4.1). Here we observe a rapid decay in the \( L_2 \)-norm errors for the bulk and surface species respectively. There are no excitable wavenumbers to induce patterns and hence we do not observe exponential growth associated with growing wavenumbers to induce patterns. The uniform steady state is the only stable solution for the coupled system of BSRDEs (2.1)–(2.6). The evolution profile is independent of the geometry; the sphere, cube and ellipsoid all give similar evolution profiles (results not shown).

Fig. 2. Plots of the convergence graphs corresponding to the chemical species \( u \) and \( v \) in the bulk (left column) and \( r \) and \( s \) on the surface (right column) corresponding to the coupled system of BSRDEs (2.1)–(2.6) with \( d_u = 1 \) in the bulk, \( d_f = 1 \) on the surface and \( \gamma_\Omega = \gamma_f = 500 \). The convergence criteria are defined by (4.1). Here we observe a rapid decay in the \( L_2 \)-norm errors for the bulk and surface species respectively. There are no excitable wavenumbers to induce patterns and hence we do not observe exponential growth associated with growing wavenumbers to induce patterns. The uniform steady state is the only stable solution for the coupled system of BSRDEs (2.1)–(2.6). The evolution profile is independent of the geometry; the sphere, cube and ellipsoid all give similar evolution profiles (results not shown).
with coupling boundary conditions
\[
\begin{align*}
\frac{\partial u}{\partial t} &= \gamma_I h_1(u,v,r,s), \\
\frac{\partial v}{\partial t} &= \gamma_I h_2(u,v,r,s), \\
\frac{\partial}{\partial \Omega} &= \gamma_I h_3(u,v,r,s), \\
\frac{\partial \Omega}{\partial \Gamma} &= \gamma_I h_4(u,v,r,s),
\end{align*}
\tag{2.2}
\]

In the above, \( \nabla^2 \) represents the Laplacian operator while \( \nabla^2 \) denotes the Laplace–Beltrami operator, defined as the tangential divergence of the tangential gradient. \( \nabla \) represents the outward pointing normal to the surface. \( \partial \Omega \) and \( \partial \Gamma \) are positive diffusion coefficients in the bulk and on the surface, respectively, representing the ratio between \( u \) and \( v \), and \( r \) and \( s \), respectively. \( \gamma_I \) and \( \gamma_F \) represent the length scale parameters in the bulk and on the surface, respectively. In this formulation, we will assume that \( f \) and \( g \) are nonlinear reaction kinetics in the bulk and on the surface. \( h_1(u,v,r,s) \) and \( h_2(u,v,r,s) \) are reactions representing the coupling of internal dynamics in the bulk \( \Omega \) to the surface dynamics on the surface \( \Gamma \). As a first attempt, we will consider the activator-depleted reaction kinetics: an illustrative example.

From now onwards, we restrict our studies to the well-known activator-depleted substrate reaction model \[10,25,28\] also known as the Brusselator given by
\[
\begin{align*}
&f(u,v) = a - u + u^2 v, \\
g(u,v) = b - u^2 v,
\end{align*}
\tag{2.5}
\]
with \( a \) and \( b \) are positive parameters. For analytical simplicity, we postulate the model system \( (2.7) \) in a more compact form given by
\[
\begin{align*}
&u_t = \nabla^2 u + f(u,v,r,s), \\
v_t = d_\Omega \nabla^2 v + f_3(u,v,r,s), \\
v_t = d_\Gamma \nabla^2 v + f_3(u,v,r,s), \\
&\Omega_t = d_\Omega \nabla^2 \Omega + f_4(u,v,r,s), \\
&\Gamma_t = d_\Gamma \nabla^2 \Gamma + f_4(u,v,r,s),
\end{align*}
\tag{2.7}
\]

with coupling boundary conditions \( (2.2) \). In the above, we have defined appropriately
\[
\begin{align*}
f_1(u,v,r,s) &= \gamma_I (a - u + u^2 v), \\
f_2(u,v,r,s) &= \gamma_I (b - u^2 v), \\
f_3(u,v,r,s) &= \gamma_I (a - r + r^2 s - \alpha_1 r - \beta_1 u - \kappa_1 v), \\
f_4(u,v,r,s) &= \gamma_I (b - r^2 s - \alpha_2 s + \beta_2 u + \kappa_2 v),
\end{align*}
\tag{2.8}
\]

2.3. Applications

Applications of reaction–diffusion systems are abundant in the literature and these include (but not limited to) modelling pattern formation in developmental biology, molecular dynamics in cell motility, bone and tissue regeneration in biomedical engineering and fluid–structure interactions in fluid dynamics \[13\]. Specific examples are given by models describing the growth of an epithelial layer and dendritic in developmental biology \[2\]. GTPase molecular dynamics in cell motility \[15\] and soluble surfactants in fluid dynamics \[3\].

2.4. Uniform steady states

**Definition 2.1.** (Uniform steady state). A point \((u^*, v^*, r^*, s^*)\) is a uniform steady state of the coupled system of BSRDEs \((2.7)\) with reaction kinetics \((2.5)-(2.6)\) if it solves the nonlinear algebraic system given by
\[
\begin{align*}
f_j(u^*, v^*, r^*, s^*) &= 0, & \text{ for all } j &= 1, 2, 3, 4,
\end{align*}
\]
and satisfies the boundary conditions given by \((2.2)\).

**Theorem 2.1.** (Existence and uniqueness of the uniform steady state). The coupled system of BSRDEs \((2.7)\) with boundary conditions \((2.2)\) admits a unique steady state given by
\[
\begin{align*}
(u^*, v^*, r^*, s^*) &= \left( a + \frac{b}{(a+b)^2}, a + \frac{b}{(a+b)^2} \right),
\end{align*}
\tag{2.12}
\]
provided the compatibility condition on the coefficients of the coupling is satisfied:
\[
\beta_1 - \alpha_1(k_2 - k_1) - \kappa_1 = 0.
\tag{2.13}
\]

**Proof.** For proof see Madzvamuse et al. \[21\].

**Remark 2.1.** The conditions for diffusion-driven instability for the coupled system were derived and proved in \[21\].

**Remark 2.2.** The compatibility condition \((2.13)\) will be used to select the parameters associated with the boundary conditions.

3. The bulk-surface finite element method for reaction–diffusion systems on stationary volumes

In the following we present two sets of results. We use the finite element method to discretise in space with piecewise bilinear elements, and the implicit second order fractional-step \( \theta \) scheme to discretise in time using the Newton method to solve the non-linearities \[20\].

3.1. Weak variational form

Let \( \phi \in H^1(\Omega) \) and \( \psi \in H^1(\Gamma) \). Then, multiplying \((2.7)\) by \( \phi \) and \( \psi \), we seek \( u, v \in L^2(0, t; H^1(\Omega)) \) and \( r, s \in L^2(0, t; H^1(\Gamma)) \), such that
\[
\begin{align*}
&\int_\Omega (u \phi + v \psi - \nabla \phi) \, dx \\
&- \nabla \int_\Omega (u - u^2 v) \psi + \gamma_I f_1(\alpha_1 r - \beta_1 u - \kappa_1 v) \, dx \\
&- \gamma_I f_3(\alpha_2 s - \beta_2 u - \kappa_2 v) \\
&\quad \text{on } \Omega, \, t > 0,
\end{align*}
\tag{3.1}
\]

In the above, we have used Green’s identities with the boundary conditions \((2.2)\) to obtain the boundary integrals.

3.2. Spatial discretisation

Let \( \Omega_h \subset \Omega \) and \( \Gamma_h \subset \Gamma \) be discretisations of the original domains with \( N_\Omega \) and \( N_\Gamma \) vertices respectively. Let us take the finite dimensional subspaces \( V_{\Omega_h} \subset H^1(\Omega) \) and \( V_{\Gamma_h} \subset H^1(\Gamma) \). Then, we seek \( u_h, v_h \in L^2(0, t; V_{\Omega_h}) \) and \( r_h, s_h \in L^2(0, t; V_{\Gamma_h}) \) such that for all
\[
\psi_h \in V_{\Omega_h} \quad \text{and} \quad \psi_f \in V_{\Gamma_h}
\]

Let \(\{\psi_i\}_{i=1}^{N_{\Omega_h}}\) and \(\{\psi_i\}_{i=1}^{N_{\Omega_f}}\) be two set of piecewise bilinear shape functions on \(\Omega_h\) and \(\Gamma_h\) respectively. Then these sets form a basis of \(V_{\Omega_h}\) and \(V_{\Gamma_h}\). Thus, we can write the discrete solution variables as \(u_h = \sum_{i=1}^{N_{\Omega_h}} u_i \psi_i = \mathbf{u} \cdot \mathbf{q}\), and similarly for the other variables. Then, the above can be written compactly in matrix form as

\[
\left\{
\begin{aligned}
M_{\Omega_h} \mathbf{u}_h + \gamma M_{\Omega_f} \mathbf{u} + A_{\mathbf{u}} \mathbf{u} - \gamma \Gamma_{\Omega_f} B_{\mathbf{u}} \mathbf{u} \\
- \gamma_f (\alpha \mathbf{u} \cdot \mathbf{r} - \mathbf{\beta}_f \mathbf{u} \cdot \mathbf{v} - \gamma \Gamma_{\Omega_f} \mathbf{v}) - \gamma \frac{\partial \Omega_h}{\partial \mathbf{u}} \mathbf{a}_f \\
M_{\Omega_f} \mathbf{v} + \gamma M_{\Omega_f} \mathbf{v} + \gamma \frac{\partial \Omega_f}{\partial \mathbf{u}} \mathbf{v} - \gamma \frac{\partial \Omega_f}{\partial \mathbf{v}} \mathbf{b}_f \\
M_{\Omega_f} \mathbf{r} + \gamma M_{\Omega_f} \mathbf{r} + A_{\mathbf{r}} \mathbf{r} - \gamma \frac{\partial \Omega_f}{\partial \mathbf{r}} \mathbf{b}_f \\
+ \gamma (\alpha \mathbf{u} \cdot \mathbf{r} - \mathbf{\beta}_f \mathbf{u} \cdot \mathbf{v} - \gamma \Gamma_{\Omega_f} \mathbf{v}) - \gamma \frac{\partial \Omega_f}{\partial \mathbf{r}} \mathbf{a}_f \\
M_{\Omega_f} \mathbf{s} + \gamma M_{\Omega_f} \mathbf{s} + A_{\mathbf{s}} \mathbf{s} + \gamma \frac{\partial \Omega_f}{\partial \mathbf{r}} B_{\mathbf{r}} \\
+ \gamma (\alpha \mathbf{u} \cdot \mathbf{s} - \mathbf{\beta}_f \mathbf{u} \cdot \mathbf{v} - \gamma \Gamma_{\Omega_f} \mathbf{v}) + \gamma \frac{\partial \Omega_f}{\partial \mathbf{r}} \mathbf{a}_s
\end{aligned}
\right\} \quad \text{on} \quad \Omega_h \times (0, T) \quad \text{and} \quad \Gamma_f \times (0, T) \quad \text{respectively}
\]

where \(A_{\mathbf{u}}, A_{\mathbf{r}}, A_{\mathbf{s}}, M_{\Omega_h}, M_{\Omega_f}\) are the stiffness and mass matrices respectively with entries

\[
(A_{\mathbf{u}})_{ij} = \int_{\Omega_h} \nabla \psi_i \cdot \nabla \psi_j \, dx \quad \text{and} \quad (M_{\mathbf{u}})_{ij} = \int_{\Omega_h} \psi_i \psi_j \, dx
\]
induces the surface triangulation as illustrated. Throughout, we use hexahedral meshes for the bulk geometries which induce quadrilateral meshes for the surface geometries. For further details on techniques for generating bulk and surface triangulations with adaptivity, the reader is referred to the work of Köster et al. [17].

3.3. Time discretisation

We carry out the time-discretisation using the fractional-step $\theta$ method. This method is second order accurate when choosing $\theta = 1 - 1/\sqrt{2}$ and was the quickest in a selection of tested methods in a previous investigation [20]. For convergence, stability and performance of the numerical method, the reader is referred to [20]. For the time discretisation let $T_m$ denote the maximum time of interest, $\tau$ denote the time step and $J$ be a fixed nonnegative integer, then

$$\tau = \frac{T_m}{J} \quad \text{and} \quad t_k = k\tau, \quad k = 0, 1, 2, \ldots, J.$$ 

We denote the approximate solution at time $t_k$ by $u_k^\theta = u_\theta(\cdot, t_k) = u^\theta \cdot \varphi$ and similarly for the other variables. Following from (3.2), the fractional-step $\theta$ method is implemented as follows: Starting with the previous solution $(u^n, v^n, r^n, s^n)$, we first solve for the
intermediate solution \((\mathbf{u}^{n+\theta}, \mathbf{v}^{n+\theta}, \mathbf{r}^{n+\theta}, \mathbf{s}^{n+\theta})\)

\[
\begin{align*}
M_\varphi \frac{\mathbf{u}^{n+\theta} - \mathbf{u}^n}{\theta} &= +A_\varphi \mathbf{u}^{n+\theta} + \gamma \partial_t M_\varphi \mathbf{u}^{n+\theta} \\
-\gamma (\kappa_1 \mu_{\varphi} \mathbf{u}^{n+\theta} \mathbf{u}^{n+\theta} - \kappa_1 M_{\varphi \psi} \mathbf{v}^{n+\theta}) &= \gamma \partial_t \partial_t M_\varphi (\mathbf{u}^n, \mathbf{v}^n) \\
M_\psi \frac{\mathbf{v}^{n+\theta} - \mathbf{v}^n}{\theta} &= +d_\psi \mathbf{v}^{n+\theta} \\
-\gamma (\kappa_2 \mu_{\psi} \mathbf{u}^{n+\theta} \mathbf{u}^{n+\theta} - \kappa_2 M_{\psi \varphi} \mathbf{v}^{n+\theta}) &= \gamma \partial_t \partial_t M_\psi (\mathbf{v}^n, \mathbf{v}^n) \\
M_\varphi \frac{\mathbf{s}^{n+\theta} - \mathbf{s}^n}{\theta} &= +\gamma \partial_t \partial_t \mathbf{s}^{n+\theta} \\
-\gamma (\kappa_2 \mu_{\varphi} \mathbf{u}^{n+\theta} \mathbf{u}^{n+\theta} - \kappa_2 M_{\varphi \psi} \mathbf{v}^{n+\theta}) &= \gamma \partial_t \partial_t M_{\varphi \psi} (\mathbf{u}^n, \mathbf{v}^n)
\end{align*}
\]

then for the second intermediate solution \((\mathbf{u}^{n+1-\theta}, \mathbf{v}^{n+1-\theta}, \mathbf{r}^{n+1-\theta})\) we solve

\[
\begin{align*}
M_\varphi \frac{\mathbf{u}^{n+1-\theta} - \mathbf{u}^{n}}{(1-2\theta)\tau} &= -\gamma \partial_t R_\varphi (\mathbf{u}^{n+1-\theta}) \\
-\gamma (\kappa_1 \mu_{\varphi} \mathbf{u}^{n+1-\theta} \mathbf{u}^{n+1-\theta} - \kappa_1 M_{\varphi \psi} \mathbf{v}^{n+1-\theta}) &= \gamma \partial_t \partial_t R_\varphi (\mathbf{u}^n, \mathbf{v}^n) \\
M_\psi \frac{\mathbf{v}^{n+1-\theta} - \mathbf{v}^{n}}{(1-2\theta)\tau} &= -\gamma \partial_t R_\psi (\mathbf{v}^{n+1-\theta}) \\
-\gamma (\kappa_2 \mu_{\psi} \mathbf{u}^{n+1-\theta} \mathbf{u}^{n+1-\theta} - \kappa_2 M_{\psi \varphi} \mathbf{v}^{n+1-\theta}) &= \gamma \partial_t \partial_t R_\psi (\mathbf{v}^n, \mathbf{v}^n) \\
M_\varphi \frac{\mathbf{s}^{n+1-\theta} - \mathbf{s}^{n}}{(1-2\theta)\tau} &= -\gamma \partial_t R_\varphi (\mathbf{s}^{n+1-\theta}) \\
-\gamma (\kappa_2 \mu_{\varphi} \mathbf{u}^{n+1-\theta} \mathbf{u}^{n+1-\theta} - \kappa_2 M_{\varphi \psi} \mathbf{v}^{n+1-\theta}) &= \gamma \partial_t \partial_t R_\varphi (\mathbf{u}^n, \mathbf{s}^n)
\end{align*}
\]

\(\tau = \frac{1}{\theta}\)
Fig. 6. Numerical solutions corresponding to the coupled system of BSRDEs (2.1) – (2.6) with $d_\Omega = 10$ in the bulk, $d_\Gamma = 1$ on the surface and $\gamma_\Omega = \gamma_\Gamma = 500$. The bulk reaction–diffusion system is able to induce patterning almost everywhere on the surface. Rows 2, 4 and 6: solutions on the surface representing $r$ and $s$. Second and fourth columns represent cross sections of the bulk and the surface respectively.
Fig. 7. Numerical solutions corresponding to the coupled system of BSRDEs (2.1)–(2.6) with $d_Ω = 10$ in the bulk, $d_Γ = 10$ on the surface and $γ_Ω = γ_Γ = 500$. The bulk and surface reaction–diffusion systems both have the capability to induce patterning. Rows 2, 4 and 6: solutions on the surface representing $r$ and $s$. Second and fourth columns represent cross sections of the bulk and the surface respectively.
and finally for the new solution \((\mathbf{u}^n+1, \mathbf{v}^n+1, \mathbf{r}^n+1, \mathbf{s}^n+1)\) we solve

\[
\begin{align*}
M_u \frac{\mathbf{u}^{n+1} - \mathbf{u}^n}{\tau} + A_u \mathbf{u}^{n+1} + \gamma \Omega M_u \mathbf{u}^{n+1} \\
- \gamma \tau (\alpha_1 M_u \mathbf{v}^n+1 - \beta_1 M_u \mathbf{u}^n+1 - \kappa_1 M_u \mathbf{v}^n+1) \\
= \gamma \Omega B_u \mathbf{u}^n - \gamma \tau (\alpha_1 M_u \mathbf{v}^n+1 - \beta_1 M_u \mathbf{u}^n+1 - \kappa_1 M_u \mathbf{v}^n+1),
\end{align*}
\]

\[
\begin{align*}
M_v \frac{\mathbf{v}^{n+1} - \mathbf{v}^n}{\tau} + A_v \mathbf{v}^{n+1} + \gamma \Omega M_v \mathbf{v}^{n+1} \\
- \gamma \tau (\alpha_2 M_v \mathbf{r}^n+1 - \beta_2 M_v \mathbf{u}^n+1 - \kappa_2 M_v \mathbf{r}^n+1) \\
= \gamma \Omega B_v \mathbf{v}^n - \gamma \tau (\alpha_2 M_v \mathbf{r}^n+1 - \beta_2 M_v \mathbf{u}^n+1 - \kappa_2 M_v \mathbf{r}^n+1),
\end{align*}
\]

\[
\begin{align*}
M_r \frac{\mathbf{r}^{n+1} - \mathbf{r}^n}{\tau} + A_r \mathbf{r}^{n+1} + \gamma \Omega M_r \mathbf{r}^{n+1} \\
+ \gamma \tau (\alpha_3 M_r \mathbf{s}^n+1 - \beta_3 M_r \mathbf{u}^n+1 - \kappa_3 M_r \mathbf{s}^n+1) \\
= \gamma \Omega B_r \mathbf{r}^n - \gamma \tau (\alpha_3 M_r \mathbf{s}^n+1 - \beta_3 M_r \mathbf{u}^n+1 - \kappa_3 M_r \mathbf{s}^n+1),
\end{align*}
\]

\[
\begin{align*}
M_s \frac{\mathbf{s}^{n+1} - \mathbf{s}^n}{\tau} + A_s \mathbf{s}^{n+1} + \gamma \Omega M_s \mathbf{s}^{n+1} \\
+ \gamma \tau (\alpha_4 M_s \mathbf{r}^n+1 - \beta_4 M_s \mathbf{u}^n+1 - \kappa_4 M_s \mathbf{r}^n+1) \\
= \gamma \Omega B_s \mathbf{s}^n - \gamma \tau (\alpha_4 M_s \mathbf{r}^n+1 - \beta_4 M_s \mathbf{u}^n+1 - \kappa_4 M_s \mathbf{r}^n+1).
\end{align*}
\]

The presence of the \(B\) matrices on the left-hand side make the system in the second step \((3.5)\) nonlinear. The nonlinearities are solved using the iterative Newton method [20].

4. Numerical simulations of the coupled system of BSRDEs

For illustrative purposes let us take the parameter values shown in Table 1 which satisfy the compatibility condition \((2.13)\).

For these parameter values the unique equilibrium state is given by \((\mathbf{u}^*, \mathbf{v}^*, \mathbf{r}^*, \mathbf{s}^*) = (1, 0, 1, 0, 9).\) We stop the simulations when the \(L_2\)-norm of the difference of the numerical solutions between two successive timesteps reaches some tolerance

\[
\frac{1}{\tau} \left( \int_{\Omega} (\mathbf{u}^{n+1}_h - \mathbf{u}^n_h)^2 \right)^{1/2} \leq 10^3 \varepsilon, \quad n > 0,
\]

where \(\varepsilon\) is the tolerance used for the matrix solver. Similar quantities are defined for the other variables. We note that these quantities are related to the time-derivative of the solution and therefore should become smaller as the solution does not change much in time and converges.

4.1. Numerical experiments

In this section we will present numerical simulations of the coupled system of BSRDEs on three different volumes: a sphere of
radius one, a cube of length one and a triaxial ellipsoid with semi-axis of lengths 1, 2 and 3. In all our simulations we fix $\gamma_\Omega = \gamma_\Gamma = 500$ and vary the diffusion coefficients as shown in Table 2. The numbers of degrees of freedom for the sphere were 59 042/3076 (bulk/surface), for the cube 71 874/12 292 and for the ellipsoid 59 042/3076. The timestep chosen in each case was $\tau = 10^{-3}$.

Remark 4.1. In [21] we exhibited a wide variety of patterns in the bulk and on the surface of the sphere of radius 1. We will omit some of these results and refer the interested reader to see [21].

Our numerical simulations reveal the following fundamental characteristics key to the theory of pattern formation:

1. By taking $d_\Omega = 1$ in the bulk and $d_\Gamma = 1$ on the surface, no patterns emerge (results not shown). This implies that the system fails to satisfy one of the necessary conditions for the formation of spatial structure which requires that one of the molecular species must diffuse much faster (typically the inhibitor) than the other (typically the activator), resulting in what is known as the long-range inhibition short-range activation [10,16]. This entails that both the bulk and surface dynamics are not able to generate patterns, instead the uniform steady state is the only stable solution.

2. Taking $d_\Omega = 1$ in the bulk and $d_\Gamma \gg 1$ on the surface, the bulk reaction–diffusion system is not able to generate patterns everywhere in the bulk. However, the surface reaction–diffusion system is able to form patterns on the surface as well as inducing patterning in a small band (which we can be considered as an epidermis) inside the bulk, close to the surface (see Figs. 3 and 5).

3. On the other hand, taking $d_\Omega \gg 1$ in the bulk and $d_\Gamma = 1$ on the surface, the bulk reaction–diffusion system is now able to generate patterns everywhere in the bulk including on the surface. The surface reaction–diffusion system generates patterns with small amplitudes (which seem to appear uniformly) compared to those in the bulk with large amplitudes (see Fig. 6).

4. If we take $d_\Omega \gg 1$ in the bulk and $d_\Gamma \gg 1$ on the surface, then the coupled bulk-surface reaction–diffusion system generates patterns in the interior as well as on the surface (see Figs. 7–9).

5. The evolution of the patterning forming process is characterised by three fundamental stages as shown in Figs. 2 and 4 where we

Fig. 9. Numerical solutions corresponding to the coupled system of BSRDEs (2.1)–(2.6) with $d_\Omega = 20$ in the bulk, $d_\Gamma = 20$ on the surface and $\gamma_\Omega = \gamma_\Gamma = 500$. Patterning behaviour is more complex for large values of the diffusion coefficients. Rows 2 and 4: solutions on the surface representing $r$ and $s$. Second and fourth columns represent cross sections of the bulk and the surface respectively.
plot the $L_2$-norms of the errors of the numerical solutions. First, an initial stage that is characterised by a rapid decay due to the smoothing effects of diffusion. If no wavenumbers are excited, the decaying convergence process persists until a uniform steady state is converged to (see Fig. 2). On the other hand, if there are some excitable wavenumbers, then a second intermediate stage emerges which is characterised by an exponential growth of the positive excitable wavenumbers to induce the formation of spatial structure. It is during this phase that the uniform steady state is driven unstable. A third and final stage is when the nonlinear terms kick-in and become dominant to act as bounds for the exponentially growing modes resulting in the formation of a spatially stable inhomogeneous state corresponding to the coupled system of BSRDEs (2.1)–(2.6) (see Fig. 4). This evolution process is valid for all parameter values capable of inducing the formation of spatial structure for reaction–diffusion type models [16].

The results obtained are independent of the geometry; the sphere, cube and ellipsoid volumes all exhibit similar results. Furthermore, our results hold true for different values of the diffusion coefficients $d_{Bulk}$ in the bulk and $d_{Surf}$ on the surface (further results not shown), and the scaling parameters $\gamma_{Bulk}$ and $\gamma_{Surf}$ (further results not shown). Taking large values of $\gamma_{Bulk}$ and $\gamma_{Surf}$ results in more complex patterns forming while for the same values of the diffusion coefficients as detailed above, similar patterning behaviour is observed.

5. Conclusion, discussion and future research challenges

In this study we have presented the bulk-surface finite element method for solving reaction–diffusion systems posed in the interior (bulk) of three-dimensional volumes as well as on the surface enclosing the volume. In doing so, we have set up a theoretical and computational framework that allows us to model more complex and experimentally driven models coupling interior and surface dynamics. In particular, new models can be derived in developmental biology and cell motility where such processes are experimentally supported.

In an earlier study [21], stability analytical theory was carried out to establish the conditions that give rise to the formation of spatial structure for such models (known as Turing diffusion-driven instability [29]) and this work supports the theoretical observations published. Our most revealing results are:

- In the absence of diffusion-driven instability in the interior, the surface reaction–diffusion system is able to generate patterns on the surface as well as in a small region inside the volume. This is biologically plausible, since patterns form on the skin as well as within the epidermis region adjacent to the skin surface.
- In the absence of diffusion-driven instability on the surface, the bulk reaction–diffusion system has the capability to induce patterns in the interior as well as on the surface.

The bulk-surface finite element method is inspired by the work of Elliott and Ranner [9] who were the first to introduce the method to study elliptic parabolic systems. For the first time, we have applied the bulk-surface finite element method to study time-dependent semi-linear parabolic partial differential equations in the form of reaction–diffusion. Within this framework, we have defined the surface triangulation as the trace of the bulk triangulation [17].

A natural extension of this study involves the introduction of surface evolution to study bulk-surface reaction–diffusion systems on three-dimensional evolving volumes. There are several ways to deal with mesh movement under this framework. For example, a spring type analogy could be used to deform the bulk mesh once the surface mesh has been evolved under some mechanism. In this case, the degrees of freedom for the mesh connectivity will remain unchanged. An alternative method is to introduce mesh adaptivity. This form is harder to implement since one must introduce mesh adaptivity strategies based on a priori as well as a posteriori error estimates. These extensions form part of our current studies.

Acknowledgements

This work (A.M.) is supported by the following grants: the Engineering and Physical Sciences Research Council (EP/J016780/1) on Modelling, analysis and simulation of spatial patterning on evolving biological surfaces and the Leverhulme Trust research project grant (RPG–2014–149) on Unravelling new mathematics for 3D cell migration. This project (A.M.) has received funding from the European Union’s Horizon 2020 research and innovation programme under the Marie Sklodowska-Curie grant agreement no. 642866. The final writing up of this article was undertaken when A.M. was programme organiser of the Isaac Newton Institute for Mathematical Sciences 6-months programme on Coupling geometric PDEs with physics for cell morphology, motility and pattern formation (13 July–18 December 2015). This work (A.M.) was partially supported by a grant from the Simons Foundation, A.H.C.’s studies are supported partly by the University of Sussex and partly by the Medical Research Council. The authors thank the University of Sussex ITS and the School of Mathematics and Physical Sciences for providing computing clusters on which computations were carried out.

References


