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Abstract

Gaussian random fields are popular models for spatially varying uncertainties, arising for instance in geotechnical engineering, hydrology or image processing. A Gaussian random field is fully characterised by its mean function and covariance operator. In more complex models these can also be partially unknown. In this case we need to handle a family of Gaussian random fields indexed with hyperparameters. Sampling for a fixed configuration of hyperparameters is already very expensive due to the nonlocal nature of many classical covariance operators. Sampling from multiple configurations increases the total computational cost severely. In this report we employ parameterised Karhunen-Loève expansions for sampling. To reduce the cost we construct a reduced basis surrogate built from snapshots of Karhunen-Loève eigenvectors. In particular, we consider Matérn-type covariance operators with unknown correlation length and standard deviation. We suggest a linearisation of the covariance function and describe the associated online-offline decomposition. In numerical experiments we investigate the approximation error of the reduced eigenpairs. As an application we consider forward uncertainty propagation and Bayesian inversion with an elliptic partial differential equation where the logarithm of the diffusion coefficient is a parameterised Gaussian random field. In the Bayesian inverse problem we employ Markov chain Monte Carlo on the reduced space to generate samples from the posterior measure. All numerical experiments are conducted in 2D physical space, with non-separable covariance operators, and finite element grids with \( \sim 10^4 \) degrees of freedom.
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1. Introduction

Many mathematical models in science and engineering require input parameters which are often not fully known or are perturbed by observational noise. In recent
years it has become standard to incorporate the noise or lack of knowledge in a model by using uncertain inputs. In this work we are interested in models based on partial differential equations (PDEs) where the inputs are spatially varying random functions. These so called random fields are characterised by a probability measure on certain function spaces.

We consider two typical tasks in uncertainty quantification (UQ): (i) the forward propagation of uncertainty (forward problem) [22, 46], and (ii) the (Bayesian) inverse problem [14, 48]. In (i) we study the impact of uncertain model inputs on the model outputs and quantities of interest. The mathematical task is to derive the pushforward measure of the model input under the PDE solution operator. In (ii) we update a prior distribution of the random inputs using observations; this gives the posterior measure. Mathematically, this amounts to deriving the conditional measure of the inputs given the observations using a suitable version of Bayes’ formula. Unfortunately, in most practical cases there are no analytical expressions for either the pushforward or the posterior measure. We focus on sampling based measure approximations, specifically Monte Carlo (MC) for the forward problem, and Markov chain Monte Carlo (MCMC) for the Bayesian inverse problem. Importantly, MC and MCMC require efficient sampling procedures for the random inputs.

In this work we consider Gaussian random fields which are popular models e.g. in hydrology. We recall the following sampling approaches for Gaussian random fields. Factorisation methods construct either a spectral or Cholesky decomposition of the covariance matrix. The major computational bottleneck is the fact that the covariance operator is often nonlocal, and a discretisation will almost always result in a dense covariance matrix which is expensive to handle. Circulant embedding [8, 16, 23] relies on structured spatial grids and stationary covariance operators. In this case, the covariance matrix can be factorised using the Fast Fourier Transform. Alternatively, we can approximate the covariance matrix by hierarchical matrices and low rank techniques, see e.g. [2, 10, 15, 21, 32]. A pivoted Cholesky decomposition is studied in [26]. More recently, the so called SPDE-based sampling has been developed in the works [5, 6, 36, 37, 43]. The major idea is to generate samples of Gaussian fields with Matérn covariance operators by solving a certain discretised fractional PDE with white noise forcing. The Karhunen-Loève (KL) expansion [31, 34] is another popular approach for sampling Gaussian random fields, however, it also suffers from the nonlocal nature of many covariance operators. See e.g. the works [4, 12, 32, 38, 44, 45, 53] for the efficient computation of the KL expansion.

Gaussian random fields are completely characterised by the mean function and covariance operator, and are thus simple models of spatially varying functions. They are also flexible; depending on the regularity of the covariance operator it is possible to generate realisations with different degrees of smoothness. However, in some practical situations the full information on the covariance operator might not be available, e.g. the correlation length, smoothness, and point-wise variance of the random field are not known. Of course, these model parameters can be fixed a priori. However, the posterior measure of a Bayesian inverse problem is often very sensitive to prior information. We illustrate this in the following simple example.
Figure 1.1: Estimation of a Gaussian random field. The top-left figure shows a realisation of the true random field. The task is to estimate this field given 9 noisy point evaluations (black dots). The three top-right (bottom-right) figures show the posterior mean (pointwise posterior variance) for mean-zero Gaussian prior random fields with exponential covariance operator, standard deviation $\sigma = 1$, and correlation lengths $\ell = 0.1, 0.3, 1.41$.

Example 1.1 We consider a Gaussian random field with exponential covariance operator on the unit square $D = (0,1)^2$. The goal is to estimate the statistics of this field given 9 noisy point observations using Bayesian inversion (cf. §2.4). In Figure 1.1 we plot a realisation of the true field together with the posterior mean and variance for three prior fields with a different (fixed) correlation length each.

We clearly see in Figure 1.1 that the posterior measure depends crucially on the underlying prior measure and associated correlation length. If the assumed correlation length is too small compared to the truth, then the posterior mean estimate is only accurate close to the observation locations. If, on the other hand, the assumed correlation length is too large, we obtain an overconfident posterior mean estimate. Inaccurate, fixed prior random field parameters can substantially deteriorate the estimation result in Bayesian inverse problems. We treat this problem by modelling unknown hyperparameters as random variables.

In statistics, a model with multiple levels of randomness is called a hierarchical model. In Bayesian statistics, this means that we work with parameterised prior measures (hyperpriors). Hierarchical models in forward and inverse UQ are discussed in [52]. We also refer to [40, Ch.10] for general hierarchical Bayesian analyses. Finally, hierarchical Bayesian inverse problems with spatially varying random fields are discussed in [5, 18, 30, 42, 47, 49]. In our work we consider parameterised Gaussian random fields where the covariance operator depends on random variables. Notably, the resulting random field is not necessarily Gaussian, and we can thus model a larger class of spatial variations. However, the greater flexibility of parameterised Gaussian fields brings new computational challenges as we explain next.

Assume that we discretise a Gaussian random field by a KL expansion. The basis functions in this expansion are the eigenfunctions of the covariance operator. For
fixed, deterministic hyperparameters it is sufficient to compute the KL eigenpairs only once since the covariance operator is fixed. However, changing the hyperparameters changes the covariance and often requires to re-compute the KL eigenpairs. The associated computational cost and memory requirement scales at least quadratically in the number of spatial unknowns. Hence it is often practically impossible to use uncertain hyperparameters in a (Gaussian) random field model in 2D or 3D physical space. To overcome this limitation we suggest and study a reduced basis (RB) surrogate for the efficient computation of parameter dependent KL expansions. In [47] the authors use a polynomial chaos surrogate for this task. In contrast, our reduced basis surrogate approximates the KL eigenpairs by a linear combination of snapshot eigenpairs associated with certain fixed values of the hyperparameters. Since this requires the solution of eigenproblems in a small number of unknowns (which is equal to the number of reduced basis functions) the computational cost can be reduced significantly.

Reduced basis methods were introduced in [35], and are typically used to solve PDEs for a large number of parameter configurations, see e.g. [27, 39]. In contrast, parameterised eigenproblems have not been treated extensively with reduced basis ideas. We refer to [28, 29] for applications and reviews of reduced basis surrogates to parameterised eigenproblems with PDEs. For non-parametric KL eigenproblems we mention that reduced basis methods have been combined with domain decomposition ideas. In this situation we need to solve several low-dimensional eigenproblems on the subdomains in the physical space. It is then possible to construct an efficient reduced basis by combining the subdomain solutions, see [12] for details.

We point out that many differential operators are local, and hence the associated discretised operator is often sparse. Linear equations or eigenvalue problems with sparse coefficient matrices can often be solved with a cost that scales linearly in the number of unknowns. In contrast, the reduced linear system matrix is often dense and the solution cost is at least quadratic in the number of unknowns. Hence, for reduced basis methods to be cheaper compared to solves with the full discretised PDE operator it is necessary that the size of the reduced basis is not too large compared to the number of unknowns of the full system. Notably, in most cases the discretised KL eigenproblem results in a dense matrix since the covariance integral operator is nonlocal. Hence we expect a significant reduction of the total computational cost even if the size of the reduced basis is only slightly smaller than the number of unknowns in the unreduced eigenspace.

The remainder of this report is organised as follows. In §2 we establish the mathematical theory for working with parameterised Gaussian random fields. In particular, we discuss the well-posedness of a hierarchical forward and inverse problem, respectively, with an elliptic PDE where the coefficient function is a random field with uncertain hyperparameters. In §3 we describe sampling algorithms to approximate the solution of hierarchical forward and inverse problems. In §4 we propose and study a reduced basis surrogate for the parametric KL eigenpairs which arise from the sampling methods in §3. Specifically, we consider Matérn-type covariance operators, and suggest a linearisation to enable an efficient offline-online decomposition within the reduced basis solver. In §5 we introduce an efficient reduced basis
sampling, and analyse its computational cost and memory requirements. Finally, we present results of numerical experiments in §6. We study the approximation accuracy and speed-up of the reduced basis surrogate, and illustrate the use of the reduced basis sampling for hierarchical forward and Bayesian inverse problems.

2. Mathematical framework

To begin, we introduce the notation and some key elements, in particular, Gaussian and parameterised Gaussian measures. Next, we describe a general setting for forward uncertainty propagation and an associated Bayesian inverse problem. Importantly, we investigate the well-posedness of these problems if the uncertain elements are modeled by parameterised Gaussian random fields. This is a necessary extension of the by now well-established solution theory for Gaussian random inputs.

2.1. Gaussian measures

Let $(\Omega, \mathcal{A}, \mathbb{P})$ denote a probability space. We recall the notion of a real-valued Gaussian random variable.

**Definition 2.1** The random variable $\xi : \Omega \to \mathbb{R}$ follows a non-degenerate Gaussian measure, if

$$
\mathbb{P}(\xi \leq x) := \text{N}(a, b^2)((-\infty, x]) := \int_{-\infty}^{x} \frac{1}{2\pi b^2} \exp \left( -\frac{(x-a)^2}{2b^2} \right) \, dx, \quad x \in \mathbb{R},
$$

for some $a \in \mathbb{R}$ and $b > 0$. The Gaussian measure is degenerate, if $b = 0$. In this case, we define $\text{N}(a, 0) := \delta_a$, the Dirac measure concentrated in $a$.

Let $X$ denote a separable $\mathbb{R}$-Hilbert space with Borel-$\sigma$-algebra $\mathcal{B}X$. We now introduce Gaussian measures on $X$.

**Definition 2.2** The $X$-valued random variable $\theta : \Omega \to X$ has a Gaussian measure, if $T\theta$ follows a Gaussian measure for any $T \in X^*$ in the dual space of $X$. We write $\theta \sim \text{N}(m, \mathcal{C})$, where

$$
m = \mathbb{E}[\theta] := \int \theta \, d\mathbb{P},
$$

$$
\mathcal{C} = \text{Cov}(\theta) := \mathbb{E}[(\theta - m) \otimes (\theta - m)].
$$

In Definition 2.2 we distinguish two cases. If $X$ is finite-dimensional, then we call $\theta$ a (multivariate) Gaussian random variable with mean vector $m$ and covariance matrix $\mathcal{C}$. If $X$ is infinite-dimensional, then $\theta$ is called Gaussian random field with mean function $m$ and covariance operator $\mathcal{C}$.

We now discuss two options to construct a Gaussian measure with given mean function $m \in X$ and covariance operator $\mathcal{C} : X \to X$. While any $m \in X$ can be used as a mean function, we assume that $\mathcal{C}$ is a linear, continuous, trace-class, positive semidefinite and self-adjoint operator. This ensures that $\mathcal{C}$ is a valid covariance matrix.
operator, see [1, 33]. We denote the set of valid covariance operators on \( X \) by \( \text{CO}(X) \).

If \( \dim X < \infty \), we can identify a Gaussian measure on \( X \) in terms of a probability density function w.r.t. the Lebesgue measure.

**Proposition 2.3** Let \( X := \mathbb{R}^N \), \( m \in X \) and \( C \in \text{CO}(X) \) with full rank. Then

\[
N(m, C)(B) = \int_B n(\theta; m, C)d\theta, \quad B \in BX
\]

where

\[
n(\theta; m, C)(B) = \det(2\pi C)^{-1/2} \exp \left( -\frac{1}{2} (\theta - m, C^{-1}(\theta - m)) \right)
\]

is its probability density function.

If \( \dim X = \infty \), we can construct a Gaussian measure on \( X \) using the so-called Karhunen-Loève (KL) expansion.

**Definition 2.4** Let \( \dim X = \infty \) and let \( (\lambda_i, \psi_i)_{i=1}^\infty \) denote the eigenpairs of \( C \), where \( (\psi_i)_{i=1}^\infty \) form an orthonormal basis of \( X \). Let \( \xi : \Omega \to \mathbb{R}^\infty \) be a measurable function. Furthermore, let the components of \( \xi \) form a sequence \( (\xi_i)_{i=1}^\infty \) of independent and identically distributed (i.i.d.) random variables, where \( \xi_1 \sim N(0,1) \). Then, the expansion

\[
\theta_{KL} := m + \sum_{i=1}^\infty \sqrt{\lambda_i} \xi_i \psi_i
\]

is called KL expansion.

One can easily verify the following proposition, see [31, 34].

**Proposition 2.5** \( \theta_{KL} \) is distributed according to \( N(m, C) \).

In the remainder of this paper we assume that all eigenpairs are ordered descendantly with respect to the absolute value of the associated eigenvalues. For illustration purposes we give an example for a Gaussian measure on an infinite-dimensional, separable Hilbert space.

**Example 2.6** Let \( X := L^2(D; \mathbb{R}) \), where \( D \subseteq \mathbb{R}^d \) (\( d = 1, 2, 3 \)) is open, bounded and connected. We define the exponential covariance operator with correlation length \( \ell > 0 \) and standard deviation \( \sigma > 0 \) as follows,

\[
C^{(\ell,\sigma)}_{\exp} : X \to X, \varphi \mapsto \int_{D} c^{(\ell,\sigma)}_{\exp}(x,\cdot)\varphi(x)dx,
\]

\[
c^{(\ell,\sigma)}_{\exp} : D \times D \to \mathbb{R}, (x,y) \mapsto \sigma^2 \exp \left( -\ell^{-1}\text{dist}(x,y) \right),
\]

where \( \text{dist} \) is the metric induced by the 2-norm.
We now briefly discuss the implications of $\ell$ and $\sigma$ on a (mean-zero) Gaussian measure with exponential covariance operator $N(0, \mathcal{C}_{\exp}(\ell, \sigma))$ as in (2.3). The correlation length $\ell$ models the strength of the correlation between the random variables $\theta(x)$ and $\theta(y)$ in two points $x, y \in D$ in the random field $\theta \sim N(0, \mathcal{C}_{\exp}(\ell, \sigma))$. If $\ell$ is small, the marginals $\theta(x)$ and $\theta(y)$ are only strongly correlated if $\text{dist}(x, y)$ is small. Otherwise, if $\ell$ is large, then $\theta(x)$ and $\theta(y)$ are also strongly correlated, if $\text{dist}(x, y)$ is large. In Figure 2.1, we plot samples of mean-zero Gaussian measures with exponential covariance and different correlation lengths. The pointwise standard deviation $\sigma$ is constant for all $x \in D$. One can show that the realisations of $\theta$ are a.s. continuous, independently of $\ell$ and $\sigma$.

2.2. Parameterised Gaussian measures

We now construct parameterised measures. We denote the space of parameters by $R \subseteq \mathbb{R}^{N_R}$ and assume that $R$ is non-empty and finite-dimensional. Moreover, we assume that $(R, \mathcal{R})$ is a measurable space. In the following we denote an element of $R$ by $\tau_0$ and a random variable taking values in $R$ by $\tau : \Omega \rightarrow R$. We recall the notion of a Markov kernel; this is a measure-theoretically consistent object for the representation a parameterised probability measure.

**Definition 2.7** A Markov kernel from $(R, \mathcal{R})$ to $(X, \mathcal{B}X)$ is a function $K : \mathcal{B}X \times R \rightarrow [0, 1]$, where

1. $K(B|\cdot) : R \rightarrow [0, 1]$ is measurable for all $B \in \mathcal{B}X$,
2. $K(\cdot|\tau_0) : \mathcal{B}X \rightarrow [0, 1]$ is a probability measure for all $\tau_0 \in R$.

We consider Markov kernels where $K(\cdot|\tau_0)$ is a Gaussian measure for all $\tau_0 \in R$. Hence, we define a parameterised Gaussian measure in terms of a Markov kernel from $(R, \mathcal{R})$ to $(X, \mathcal{B}X)$. Particularly, we define

$$R \ni \tau_0 \mapsto K(\cdot|\tau_0) := N(m(\tau_0), \mathcal{C}(\tau_0)),$$

where

$$m : R \rightarrow X, \quad \mathcal{C} : R \rightarrow \text{CO}(X)$$

are measurable functions. The family of Gaussian measures in (2.4) does not define a valid parameterised measure yet, it remains to identify a measure on the parameter
space $R$. To this end let $\tau : \Omega \to R$ be an $R$-valued random variable. We assume that $\tau$ is distributed according to some probability measure $\mu'$. Now, let $\theta : \Omega \to X$ be an $X$-valued random variable. We assume that $\theta \sim K(\cdot | \tau)$. Then, the joint measure of $(\tau, \theta) : \Omega \to R \times X$ is given by

$$
\mu := \mathcal{R} \otimes \mathcal{B}X \ni B \mapsto \int\int_B K(d\theta | \tau)\mu'(d\tau) \in [0, 1].
$$

(2.5)

The measure $\mu$ in (2.5) models a two-step sampling mechanism. Indeed, to generate a sample $(\tau, \theta) \in R \times X$ with distribution $\mu$ we proceed as follows:

1. Sample $\tau \sim \mu'$,
2. Sample $\theta \sim K(\cdot | \tau)$.

Finally, let $\mu''$ be the marginal of $\mu$ w.r.t. to $\theta$, i.e.,

$$
\mu''(B_2) := \mu(R \times B_2), \quad B_2 \in \mathcal{B}X.
$$

(2.6)

Alternatively, $\mu''$ can be defined in terms of the composition of $\mu'$ and $K$, $\mu'' := \mu'K$. Note that $\mu''$ is a measure on $X$, and that the Markov kernel $K$ is the parameterised Gaussian measure which we wanted to construct.

**Remark 2.8** We point out that even if $K(\cdot | \tau_0)$ is a Gaussian measure for any $\tau_0 \in R$, the marginal $\mu''$ is not necessarily a Gaussian measure. We give two examples.

(a) Let $R := X := \mathbb{R}$, let $\mu'$ be a Gaussian measure and $K(\cdot | \tau_0) := N(\tau_0, \sigma^2)$. Then $\mu''$ is a Gaussian measure. Indeed, this construction models a family of Gaussian random variables where the mean value is Gaussian.

(b) Let $R$ be a finite set. Then $\mu''$ is called Gaussian mixture and is typically not Gaussian. See §1.1 and §2.1 in [20].

Now, we return to Example 2.6 and construct an associated Markov kernel.

**Example 2.9** We consider again the exponential covariance operator that is given in (2.3). Let $\xi > 0$ and $\sigma > \sigma > 0$. For any $\ell \in [\xi, \text{diam}(D)]$ and $\sigma \in [\sigma, \overline{\sigma}]$, one can show that $C^{(\ell, \sigma)}_{\text{exp}} \in \text{CO}(X)$ is a valid covariance operator. The parameters $\tau = (\ell, \sigma)$ are random variables on a non-empty set $R := [\xi, \text{diam}(D)] \times [\sigma, \overline{\sigma}]$. The associated probability measure $\mu'$ is given by

$$
\mu' := \mu'_{\ell} \otimes \mu'_{\sigma}.
$$

Here, $\mu'_{\ell}$ is given such that $\ell^{-1} \sim \text{Unif}[\text{diam}(D)^{-1}, \ell^{-1}]$ and $\mu'_{\sigma}$ is a Gaussian measure that is truncated outside of $[\sigma, \overline{\sigma}]$. $\sigma$ models the standard deviation in every single point $\theta(x)$, for any $x \in D$. The measure $\mu'$ and the Markov kernel $K(\cdot | \ell, \sigma) = N(0, C^{(\ell, \sigma)}_{\text{exp}})$ induce a joint measure $\mu$. This can now be understood as follows:

1. Sample $\tau$ from $\mu'$:
   1. Sample the correlation length $\ell \sim \mu'_{\ell}$,
Sample the standard deviation $\sigma \sim \mu'$.

2. Sample the random field $\theta \sim K(\cdot|\ell, \sigma)$ with exponential covariance operator, standard deviation $\sigma$ and correlation length $\ell$.

Hence, we modelled a Gaussian random field with exponential covariance, where the correlation length and standard deviation are unknown.

In the following sections we study parameterised Gaussian measures in the setting of forward uncertainty propagation and Bayesian inversion.

2.3. Forward uncertainty propagation

We consider a classical model problem given by the elliptic partial differential equation (PDE)

$$-\nabla \cdot (\exp(\theta(x)) \nabla p(x)) = f(x) \quad \forall x \in D,$$

(2.7)

plus suitable boundary conditions. The PDE in (2.7) models the stationary, single-phase, incompressible flow of fluid in a permeable domain $D \subset \mathbb{R}^d$, combining Darcy’s law and a mass balance equation. $p$ is the fluid pressure, $f$ is a source term, and $\theta$ is the spatially varying log-permeability of the fluid reservoir. We assume that $D$ is connected, open and bounded, and that $\theta$ is an element of a separable Hilbert space $X$. We define the PDE solution operator

$$S : X' \to H^1_0(D), \quad \theta \mapsto p = S(\theta),$$

where $X' \subseteq X$. If $X = \mathcal{L}^2(D; \mathbb{R})$, a typical choice for $X'$ is the separable Banach space of continuous functions $C^0(D) := \{f|f : \overline{D} \to \mathbb{R} \text{ continuous}\}$.

We now consider $\theta$ to be uncertain. We model the spatially varying uncertainty in $\theta$ by assuming that $\theta$ is a (parameterised) Gaussian random field with continuous realisations almost surely (a.s.). Forward propagation of uncertainty means in our setting that we want to solve the elliptic PDE (2.7) with random coefficient function $\theta$. For a well-posed problem the solution of (2.7) is a probability measure on $H^1_0(D)$.

We often consider a scalar-valued quantity of interest $Q : H^1_0(D) \to \mathbb{R}$ instead of the full space $H^1_0(D)$. For convenience we define $Q = Q \circ S$ which maps the uncertain parameter directly to the quantity of interest. The forward propagation of uncertainty is modeled by the push-forward measure

$$Q^# \mu'' := \mu''(Q \in \cdot) := \mathbb{P}(Q(\theta) \in \cdot),$$

where $\theta \sim \mu''$. If $\mu''$ is a Gaussian measure, the well-posedness and properties of $Q^# \mu''$ have been studied in e.g. in [9, 19]. In the following, we extend this theory and discuss the existence of $Q^# \mu''$ with respect to the possibly non-Gaussian measure $\mu''$. Moreover, we also study the existence of moments of $Q^# \mu''$. To this end we make the following assumptions.

Assumptions 2.10

(a) $Q^# K(\cdot|\tau_0) := K(Q \in \cdot|\tau_0) := \mathbb{P}(Q(\theta) \in \cdot|\tau = \tau_0)$ is well-defined for $\mu'$-almost every $\tau_0 \in R$. 
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(b) For some $k \in \mathbb{N}$ it holds

$$m_k(\tau_0) := \int Q(\theta)^k K(d\theta | \tau_0) < \infty$$

for $\mu'$-almost every $\tau_0 \in \mathbb{R}$ and $\int m_k(\tau) \mu'(d\tau) < \infty$.

**Theorem 2.11** Let Assumptions 2.10 hold. Then, the measure $Q^\# \mu''$ is well-defined. Moreover, $\int Q(\theta)^k \mu''(d\theta) < \infty$ where $k \in \mathbb{N}$ is as in Assumption 2.10(b).

**Proof.** By assumption, $Q^\# K(\cdot | \tau_0)$ is well-defined and a probability measure for $\mu'$-almost every $\tau_0 \in \mathbb{R}$. Hence,

$$Q^\# \mu'' = \int R K(\cdot | \tau) \mu'(d\tau)$$

is well-defined and a probability measure. The finiteness of the moments can be shown analogously. \qed

Typically, $Q^\# \mu''$ cannot be computed analytically. We discuss the approximation of this measure by standard Monte Carlo in §3.3.

### 2.4. Bayesian inverse problem

Again, we consider the PDE (2.7) with a random coefficient $\theta \sim \mu_0$. First, we assume that $\mu_0$ is a Gaussian measure and discuss the standard ('Gaussian') case of a Bayesian inverse problem.

Assume that we have collected noisy observational data. We want to use these observations to learn the uncertain parameter $\theta$. We proceed by the Bayesian approach to inverse problems and compute the conditional probability measure of $\theta$ given the observations. This measure is called *posterior measure* - it reflects the knowledge about $\theta$ after observing the data. In contrast, the knowledge about $\theta$ without observations is modelled by $\mu_0$, the *prior measure*.

Let $O : H_0^1 \to \mathbb{R}^{N_{\text{obs}}}$ be a linear operator. It is called *observation operator* and maps the PDE solution to the observations. $G := O \circ S$ is called *forward response operator* and maps the uncertain parameter $\theta$ to the observations. Let $y \in \mathbb{R}^{N_{\text{obs}}}$ denote the observations. We assume that the observations $y$ are perturbed by additive Gaussian noise $\eta \sim \mathcal{N}(0, \Gamma)$, where $\Gamma \in \mathbb{R}^{N_{\text{obs}} \times N_{\text{obs}}}$ is a symmetric and positive definite matrix. $\eta$ and $\theta$ are statistically independent. The event that occurs while we observe $y$ is $\{G(\theta) + \eta = y\} \in BX$. The posterior measure is given by $\mathbb{P}(\theta \in \cdot | G(\theta) + \eta = y)$. It can be derived using Bayes' formula which we introduce later in this section.

If Assumptions A.2 (that are identical to Assumption 2.6 from [48]) hold, and if the prior measure $\mu_0$ is Gaussian, then one can show that a posterior measure exists, that it is uniquely defined and that it is locally Lipschitz-continuous w.r.t the data $y \in \mathbb{R}^{N_{\text{obs}}}$. These statements refer to the space of probability measures on $(X, BX)$.
that are absolutely continuous w.r.t. \( \mu_0 \). This space, equipped with the Hellinger distance, is a metric space. We denote it by \((\mathbb{P}(X, \mathcal{B}X, \mu_0), d_{\text{Hel}})\), where

\[
d_{\text{Hel}}(\nu_1, \nu_2) := \sqrt{\int \left( \sqrt{\frac{d\nu_1}{d\mu_0}(\theta)} - \sqrt{\frac{d\nu_2}{d\mu_0}(\theta)} \right)^2 \mu_0(d\theta)}.
\]

Hence, the problem of finding a posterior measure on \( \mathbb{P}(X, \mathcal{B}X, \mu_0) \) is well-posed in the sense of Hadamard [25]. We give more details in Appendix A.

The choice of the prior measure \( \mu_0 \) has a considerable impact on the posterior. We discussed this in \( \S 1 \), see also Figure 1.1. However, it is often not possible to determine the prior sufficiently. Hence it is sensible to assume that the prior measure \( \mu_0 \) is (partially) unknown. \( \mu_0 \) is then called hyperprior and can be modelled by a Markov kernel (see \( \S 2.2 \)). Here, we consider \( \mu_0(\cdot|\tau) := K(\cdot|\tau) \) where \( \tau \) is a random variable and \( \mu' \) is the prior measure of \( \tau \). The posterior measure in this so-called hierarchical Bayesian inverse problem is then

\[
\mu_y := \mathbb{P}(\tau, \theta \in \cdot|\mathcal{G}(\theta) + \eta = y). \tag{2.8}
\]

It can be determined using Bayes’ formula

\[
\mu_y(B) = Z_y^{-1} \int_B \exp(-\Phi(\theta)) \mu_0(d\theta|\tau) \mu'(d\tau), \tag{2.9}
\]

where

\[
B \in \mathcal{R} \otimes \mathcal{B}X,
\]

\[
Z_y := \int \int_{\mathcal{R} \times X} \exp(-\Phi(\theta)) \mu_0(d\theta|\tau) \mu'(d\tau),
\]

\[
\Phi(\theta) := \frac{1}{2} \| \Gamma^{1/2}(\mathcal{G}(\theta) - y) \|_2^2.
\]

We will now show that the posterior measure based on a hyperprior is well-defined and that the Bayesian inverse problem in this setting is well-posed.

**Theorem 2.12** Let \( \mu_{y,\tau_0} \) be the posterior measure of the Bayesian inverse problem

\[
\mathcal{G}(\theta) + \eta = y,
\]

using \( \mu_0(\cdot|\tau_0) \) as a prior measure, where \( \tau_0 \in \mathcal{R} \) is fixed. In particular, let

\[
\mu_{y,\tau_0}(B) := Z_{y,\tau_0}^{-1} \int_B \exp(-\Phi(\theta)) \mu_0(d\theta|\tau_0), \quad B \in \mathcal{B}X,
\]

\[
Z_{y,\tau_0} := \int_X \exp(-\Phi(\theta)) \mu_0(d\theta|\tau_0).
\]

We assume that the computation of \( \mu_{y,\tau_0} \) is well-posed for \( \mu' \)-almost every \( \tau_0 \in \mathcal{R} \) and that a constant \( L(r, \tau_0) \in (0, \infty) \) exists for \( \mu' \)-almost all \( \tau_0 \in \mathcal{R} \), such that

\[
d_{\text{Hel}}(\mu_{y,\tau_0}, \mu_{y',\tau_0}) \leq L(r, \tau_0) \| y_1 - y_2 \|_2, \tag{2.10}
\]
for any two datasets $y_1, y_2$, where $\max\{\|y_1\|_2, \|y_2\|_2\} < r$. Moreover, we assume that $L(r, \cdot) \in \mathcal{L}^2(R, \mathcal{R}; \mathbb{R})$ for all $r > 0$, and that $Z_{y,(\cdot)} \in \mathcal{L}^1(R, \mathcal{R}; \mathbb{R})$. Then, the computation of $\mu^y$ is well-posed.

**Proof.** By Bayes’ Theorem, the posterior measure $\mu^y = \int \int \mu^{y, \tau}(d\theta)\mu'(d\tau)$ is well-defined and unique if the normalising constant $Z_y$ is positive and finite. By assumption it holds $Z_{y, \tau} \in (0, \infty)$. Hence,

$$Z_y = \int Z_{y, \tau} \mu'(d\tau) > 0.$$  

Furthermore, also by assumption we have

$$Z_y = \int Z_{y, \tau} \mu'(d\tau) = \|Z_{y,(\cdot)}\|_1 < \infty.$$  

Let $y_1, y_2 \in \mathbb{R}^{N_{\text{obs}}}$ be a two datasets and let $\tau_0 \in R$. By assumption, a constant $L(\tau) \in (0, \infty)$ exists, such that

$$d_{\text{Hel}}(\mu^{y_1, \tau_0}, \mu^{y_2, \tau_0}) \leq L(\tau_0)\|y_1 - y_2\|_2. \quad (2.11)$$

Now, we have

$$d_{\text{Hel}}(\mu^{y_1}, \mu^{y_2})^2 = \int \int \left( \sqrt{\frac{d\mu^{y_1}}{d\mu}(\theta, \tau)} - \sqrt{\frac{d\mu^{y_2}}{d\mu}(\theta, \tau)} \right)^2 \mu(d\tau, d\theta),$$

where

$$\frac{d\mu^y}{d\mu}(\theta, \tau) := Z_y^{-1} \exp(-\Phi(\theta)), \quad y \in \{y_1, y_2\}.$$  

This density is constant in $\tau_0$. Let $y \in \{y_1, y_2\}$. The density $\frac{d\mu^y}{d\mu}(\theta, \tau_0)$ is identical to the density in the Bayesian inverse problem using $\mu_0(\cdot|\tau_0)$ as a prior with a fixed $\tau_0 \in R$. The latter is given by $\frac{d\mu^{y, \tau_0}}{d\mu_0(\cdot|\tau_0)}(\theta)$. Hence,

$$d_{\text{Hel}}(\mu^{y_1}, \mu^{y_2})^2 = \int \int \left( \sqrt{\frac{d\mu^{y_1}}{d\mu_0(\cdot|\tau)}(\theta)} - \sqrt{\frac{d\mu^{y_2}}{d\mu_0(\cdot|\tau)}(\theta)} \right)^2 \mu(d\tau, d\theta) \leq \int d_{\text{Hel}}(\mu^{y_1, \tau}, \mu^{y_2, \tau})^2 \mu'(d\tau) \leq \int L(\tau)^2\|y_1 - y_2\|^2_2 \mu'(d\tau) = \int L(\tau)^2 \mu'(d\tau)\|y_1 - y_2\|^2_2 < \infty.$$  

The right-hand side is finite, since $L$ is square integrable. This implies that the computation of $\mu^y$ is well-posed.  \[ \square \]
3. Computational framework

In this section we discuss the sampling from parameterised Gaussian measures and the respective Markov kernels. We begin with non-parameterised Gaussian measures though. We briefly discuss the spatial discretisation of random fields using finite elements. Once the spatial discretisation is fixed we only need to sample from a (high-dimensional) multivariate Gaussian measure. We review how this can be done using the Cholesky decomposition, (truncated) KL expansion and circulant embedding. Then, we analyse the computational costs when using the truncated KL expansion to sample from a parameterised Gaussian random field. We conclude this section by revisiting the forward and inverse problem, respectively, and describe sampling based methods to approximate their solutions. Both these methods require repeated sampling from a family of Gaussian random fields with different means and covariance operators each.

3.1. Sampling of Gaussian random fields

Consider a Gaussian random field \( N(m, C) \) on \((X, B X)\). For practical computations the infinite-dimensional parameter space \( X \) must be discretised. Here, we use finite elements. Let \( B_h := (\varphi_i : i = 1, ..., N) \in X^N \) denote an \( N \)-dimensional basis of a finite element space. We approximate \( X \) by \( X_h := \text{span}(B_h) \). Note that we can identify \( X_h \cong \mathbb{R}^N \).

Let \( \langle \cdot, \cdot \rangle \) denote the Euclidean inner product on \( \mathbb{R}^N \). Note that \( \mathbb{R}^N \) is a separable Hilbert space with inner product \( \langle \cdot, \cdot \rangle_M = \langle \cdot, M \cdot \rangle \), where \( M = B_h^* B_h \) is the Gramian matrix associated with the finite element basis \( B_h \). The Gaussian measure \( N(m, C) \) on \((X, B X)\) can then be represented on \( \mathbb{R}^N \) by the measure \( N(B_h^* m, B_h^* C B_h) \) with mean vector \( B_h^* m \) and covariance matrix \( B_h^* C B_h \).

From now on assume that \( X := \mathbb{R}^N \) is a finite dimensional (and thus separable) Hilbert space with inner product \( \langle \cdot, \cdot \rangle_X \). Moreover, we assume that the Gaussian measure \( N(m, C) \) is mean-zero, that is \( m \equiv 0 \). A simple sampling strategy uses the Cholesky decomposition \( LL^* \) of \( C \). Let \( \xi \sim N(0, \text{Id}_N) \). Then, it is easy to see that \( L \xi \sim N(0, C) \). The computational cost of a Cholesky decomposition is \( O(N^3; N \to \infty) \).

Alternatively, we can use the KL expansion (see Definition 2.4)

\[
\sum_{i=1}^N \sqrt{\lambda_i} \xi_i \psi_i \sim N(0, C),
\]

where \( (\lambda_i, \psi_i) \) are the eigenpairs of \( C \). Recall that the eigenvectors form an orthonormal basis of \( X \) and that \( \xi \sim N(0, \text{Id}_N) \). Computing the spectral decomposition of a symmetric matrix is typically more expensive than computing the Cholesky decomposition. However, there are cases when the spectral decomposition can be computed cheaply. Here, we briefly describe circulant embedding, see [16]. Assume that \( C \) is Toeplitz (in 1D space) or block Toeplitz with Toeplitz blocks (in 2D space). Then, \( C \) can be embedded into a positive definite circulant matrix (in 1D) or into a positive definite block circulant with circulant blocks matrix (in 2D).
\(C_{\text{circ}} \in \mathbb{R}^{N_{\text{circ}} \times N_{\text{circ}}} \). The eigenvectors of this matrix are given by the discrete Fourier transform. Hence, eigenvectors and eigenvalues can be computed by the FFT in \(O(N_{\text{circ}} \log N_{\text{circ}})\).

The KL expansion offers a natural way to reduce the stochastic dimension of an \(X\)-valued Gaussian random variable by simply truncating the expansion. This can be interpreted as dimension reduction from a high-dimensional to a low-dimensional stochastic space. A reduction from an infinite-dimensional to a finite-dimensional stochastic space is also possible. Let \(N_{\text{sto}} \in \mathbb{N}, N_{\text{sto}} < N\) and consider the truncated KL expansion

\[
\theta_{\text{KL}}^{N_{\text{sto}}} := \sum_{i=1}^{N_{\text{sto}}} \sqrt{\lambda_i} \xi_i \psi_i.
\]

The remaining eigenvalues of the truncated KL expansion give an error bound in \(L^2\),

\[
\mathbb{E} \left[ \| \theta_{\text{KL}} - \theta_{\text{KL}}^{N_{\text{sto}}} \|_X^2 \right] = \sum_{i=N_{\text{sto}}+1}^{N} \lambda_i.
\]

Furthermore, the truncated KL expansion solves the minimisation problem

\[
\min_{\hat{\theta} \in \mathcal{L}^2(\mathbb{R}^{N_{\text{sto}}};X)} \mathbb{E} \left[ \| \theta_{\text{KL}} - \hat{\theta} \|_X^2 \right],
\]

for any given \(N_{\text{sto}} \in \mathbb{N}\). Hence, the truncated KL expansion \(\theta_{\text{KL}}^{N_{\text{sto}}}\) is the optimal \(N_{\text{sto}}\)-dimensional function which approximates \(\theta_{\text{KL}}\). In the statistics literature this method is known by the name principal component analysis.

Observe that \(\theta_{\text{KL}}^{N_{\text{sto}}}\) is a Gaussian random field on \(X\) with covariance operator

\[
C^{N_{\text{sto}}} := \sum_{i=1}^{N_{\text{sto}}} \lambda_i (\psi_i \otimes \psi_i).
\]

This covariance operator has rank \(\leq N_{\text{sto}} < N\). Sampling with the truncated KL expansion requires only the leading \(N_{\text{sto}}\) eigenpairs. We assume that this reduces the computational cost asymptotically to \(O(N^2 N_{\text{sto}}; N \to \infty)\). We discuss this in more detail in §3.2. In the remainder of this report, we generate samples with the truncated KL expansion.

### 3.2. Sampling of parameterised Gaussian random fields

We will use sample-based techniques to approximate the pushforward and posterior measure in the forward and Bayesian inverse problem, respectively. To this end we require samples \((\tau_1, \theta_1), \ldots, (\tau_{N_{\text{smp}}, \theta_{N_{\text{smp}}}}) \sim \mu\). We assume that sampling from \(\mu'\) is accessible and inexpensive. However, for any sample \(\tau_n \sim \mu'\) we also need to sample \(\theta_n \sim \mu_0(\cdot|\tau_n)\). This requires the assembly of the (dense) covariance matrix \(C(\tau_n)\), and its leading \(N_{\text{sto}}\) eigenpairs. We abbreviate this process by the function \(\text{eigs}(C(\tau_n), N_{\text{sto}})\) which returns \(\Psi := (\lambda_i^{1/2}(\tau_n) \psi_i(\tau_n))_{i=1}^{N_{\text{sto}}}\). We give the full procedure in Algorithm 1.
The cost for the assembly of the covariance matrix is of order \( O(N^2; N \to \infty) \). We assume that the cost of a single function call \( \text{eigs}(\cdot, N_{\text{sto}}) \) is of order \( O(N^2 \cdot N_{\text{sto}}; N \to \infty) \). This corresponds to an Implicitly Restarted Lanczos Method, where \( p = O(N_{\text{sto}}) \). See [7, 24] for details. Thus, the total computational cost of Algorithm 1 is \( O(N_{\text{smp}} \cdot (N^2 \cdot (N_{\text{sto}} + 1)); N \to \infty) \). The largest contribution to the computational cost is the repeated computation of the leading eigenpairs of \( C(\tau_n) \). We can avoid this cost in certain special cases. See e.g. the work by Dunlop et al. [18] where a family of covariance operators with identical eigenfunctions is considered. The associated eigenvalues can be computed analytically. However, in this paper we focus on parameterised covariance operators where the full eigenproblems have to be solved numerically for all parameter values.

\[ \text{Algorithm 1: Sampling from parameterised Gaussian measure \( \mu \)} \]

\[
\text{for } n \in \{1, \ldots, N_{\text{smp}}\} \text{ do}
\quad \text{Sample } \tau_n \sim \mu'
\quad \Psi_n \leftarrow \text{eigs}(C(\tau_n), N_{\text{sto}})
\quad \text{Sample } \xi \sim N(0, \text{Id}_{N_{\text{sto}}})
\quad \theta_n \leftarrow m_0(\tau_n) + \Psi_n \xi
\text{end}
\]

3.3. Monte Carlo for forward uncertainty propagation

First, we return to the forward uncertainty propagation problem (see §2.3). A straightforward way to approximate the pushforward measure \( Q^\# \mu'' \) is a Monte Carlo method. In particular, we draw \( N_{\text{smp}} \in \mathbb{N} \) independent samples from the parameterised Gaussian measure \( \mu \),

\[
(\tau_1, \theta_1), \ldots, (\tau_{N_{\text{smp}}}, \theta_{N_{\text{smp}}}) \sim \mu.
\]

Then, we evaluate the quantity of interest \( Q(\theta_1), \ldots, Q(\theta_{N_{\text{smp}}}) \). Finally, we construct the discrete measure

\[
\widehat{Q^\# \mu''} = \frac{1}{N_{\text{smp}}} \sum_{n=1}^{N_{\text{smp}}} \delta_{Q(\theta_n)}.
\]

The Glivenko-Cantelli Theorem (see [51, §5]) implies that \( \widehat{Q^\# \mu''} \to Q^\# \mu'' \) weakly, as \( N_{\text{smp}} \to \infty \).

3.4. Markov Chain Monte Carlo for Bayesian inverse problems

Since sampling independently from the posterior measure is in general not possible we use Markov Chain Monte Carlo (MCMC). Meaning that we construct an ergodic Markov chain which has the posterior measure as a stationary measure. The samples

\[
(\tau_1, \theta_1), \ldots, (\tau_{N_{\text{smp}}}, \theta_{N_{\text{smp}}}) \sim \mu^y
\]

can then be used to approximate integrals with respect to the posterior measure.
In our setting the prior measure is a parameterised Gaussian measure on a (discretised) function space. Following [18] we suggest to use a Metropolis-within-Gibbs sampler. This allows us to sample $\tau$ and $\theta$ in an alternating way using two different proposal kernels, one for $\theta$ and one for $\tau$.

In most cases, the hyperparameter space $R$ will be low dimensional. Hence, various Metropolis-Hastings proposals can be used to efficiently propose samples of $\tau$. We denote the conditional density of this Metropolis-Hastings proposal by $q_R: R \times R \to \mathbb{R}$. On the other hand, $\theta$ is a $X$-valued random variable where $X$ is high-dimensional or possibly infinite-dimensional. Therefore, we suggest a preconditioned Crank-Nicholson (pCN) proposal. Combining the Metropolis-Hastings and the pCN proposal we arrive at the MCMC method in Algorithm 2.

Some comments are in order. In Algorithm 2 we require $\dim X < \infty$. See §3.1 for the discretisation of the space $X$. In this case, the Gaussian measure $N(m(\tau_0), C(\tau_0))$ has a probability density function (see Proposition 2.3), and we use this probability density function to compute the acceptance probability $\alpha_R$ for the Gibbs move of $\tau$. It is however possible to compute $\alpha_R$ without access to the probability density function. In this case one can also define an algorithm for an infinite dimensional space $X$. We refer to [18] for a rigorous introduction of the infinite-dimensional version.

**Algorithm 2**: Metropolis-within-Gibbs to sample from the posterior measure of $(\tau, \theta)$

Let $(\tau_0, \theta_0)$ be the initial sample of the Markov chain.

for $n \in \{1, \ldots, N_{\text{smp}}\}$ do

Sample $\tau^* \sim q_R(\cdot | \tau_{n-1})$

$\alpha_R(\tau_{n-1}; \tau^*) \leftarrow \min\left\{1, \frac{q_R(\tau_{n-1}|\tau^*)}{q_R(\tau^*|\tau_{n-1})} \frac{n(\theta_{n-1}; m(\tau^*), C(\tau^*))}{n(\theta_{n-1}; m(\tau_{n-1}), C(\tau_{n-1}))}\right\}$

Sample $U_R \sim \text{Unif}[0, 1]$

if $U_R < \alpha_R$ then

$\tau_n \leftarrow \tau^*$

else

$\tau_n \leftarrow \tau_{n-1}$

end

Sample $\theta^* \sim N(\sqrt{1 - \beta^2 \theta_{n-1}}, \beta C(\tau_n))$

$\alpha_X(\theta_{n-1}; \theta^*) \leftarrow \min\{1, \exp(-\Phi(\theta^*) + \Phi(\theta_{n-1}))\}$

Sample $U_X \sim \text{Unif}[0, 1]$

if $U_X < \alpha_X$ then

$\theta_n \leftarrow \theta^*$

else

$\theta_n \leftarrow \theta_{n-1}$

end

end

It can be proved that Algorithm 2 is valid to sample from $\mu^\gamma$. We summarise this in the following Proposition and refer to §3 of [18] for a similar statement and proof.
Proposition 3.1 Algorithm 2 defines a Markov kernel $MK$ from $(X \times \mathbb{R}, \mathcal{B}X \otimes \mathcal{R})$ to $(X \times \mathbb{R}, \mathcal{B}X \otimes \mathcal{R})$ that has $\mu^y$ as a stationary measure. In particular,

$$\mu^yMK = \mu^y :\iff \int MK(B|\tau, \theta)\mu^y(d\tau, d\theta) = \mu^y(B) \ (B \in \mathcal{B}X \otimes \mathcal{R}).$$

4. Reduced basis approach to parameterised eigenproblems

In §3.2 we discuss the sampling from parameterised Gaussian random fields. The largest contribution to the computational cost in this sampling procedure is the repeated computation of eigenpairs of the associated parameterised covariance matrix $C(\tau_0)$ for multiple parameter values $\tau_0 \in \mathbb{R}$. Reduced basis (RB) methods construct a low-dimensional trial space for a family of parameterised eigenproblems. This is the cornerstone in our fast sampling algorithm. To begin we explain the basic idea behind reduced basis (RB) approaches for eigenproblems. There are multiple ways to construct a reduced basis, such as the proper orthogonal decomposition (POD), as well as single- and multi-choice greedy approaches. POD and greedy approaches for parameterised eigenproblems are discussed and compared in [28]. In this paper we focus on the POD.

RB algorithms consist of two parts, an offline or preprocessing phase and an online phase. The construction of the reduced basis is the offline phase. In the online phase the reduced basis is used to solve a large number of low-dimensional eigenproblems. Finally, in §4.3, we discuss the offline-online decomposition for Matérn-type covariance operators. To be able to implement the RB approach efficiently we approximate the full covariance operators by linearly separable operators. We explain how this can be done, and finally analyse the proposed class of approximate operators.

4.1. Basic idea

Let $C : \mathbb{R} \to \text{CO}(X)$ be a measurable map, where $(X, \langle \cdot, \cdot \rangle_X) := (\mathbb{R}^N, \langle \cdot, \cdot \rangle_M)$ is a finite-dimensional space (see §3.1). In Algorithm 1 we need to solve the generalised eigenproblem associated with $C(\tau_0)$ for multiple parameter values $\tau_0 \in \mathbb{R}$. That is, we want to find $(\lambda_i(\tau_0), \psi_i(\tau_0))_{i=1}^{N_{\text{sto}}} \in (\mathbb{R} \times X)^{N_{\text{sto}}}$, such that

$$C(\tau_0)\psi_i(\tau_0) = \lambda_i(\tau_0)M\psi_i(\tau_0). \quad (4.1)$$

$X$ is in general high-dimensional, which results in a large computational cost for solving the eigenproblems. However, it is often not necessary to consider the full space $X$. If we assume that the eigenpairs corresponding to different parameter values are closely related, then the space

$$\text{span}\{\psi_i(\tau_0) : i = 1, \ldots, N_{\text{sto}}, \tau_0 \in \mathbb{R}\} \subseteq X$$
can be approximated by a low dimensional subspace $X_{\text{RB}}$, where $N_{\text{RB}} := \dim X_{\text{RB}} \ll N$. We point out that the truncated KL expansion requires $N_{\text{sto}}$ eigenpairs by assumption. However, the reduced operators are $N_{\text{RB}} \times N_{\text{RB}}$ matrices with $N_{\text{RB}}$ eigenpairs. Hence, $N_{\text{RB}} \geq N_{\text{sto}}$ is required.
Now, let $W \in X_{\text{RB}}^{N_{\text{lin}}}$ be an orthonormal basis of $X_{\text{RB}}$ with respect to the inner product $\langle \cdot, \cdot \rangle_{X_{\text{RB}}} := \langle \cdot, \cdot \rangle_M$. $W$ is called reduced basis and $X_{\text{RB}}$ is called reduced space. We can represent any function $\psi \in X_{\text{RB}}$ by a coefficient vector $w \in \mathbb{R}^{N_{\text{lin}}}$, such that $\psi = Ww$. The reduced eigenproblem is obtained by a Galerkin projection of the full eigenproblem in (4.1), and is again a generalised eigenproblem. The task is to find $(\lambda^{\text{RB}}_i(\tau_0), w^{\text{RB}}_i(\tau_0))_{i=1}^{N_{\text{sto}}} \in (\mathbb{R} \times \mathbb{R}^{N_{\text{lin}}})^{N_{\text{sto}}}$, such that

$$C^{\text{RB}}(\tau_0)w_i(\tau_0) = \lambda^{\text{RB}}_i(\tau_0)M^{\text{RB}}w_i(\tau_0), \quad i = 1, \ldots, N_{\text{sto}}.$$  \hspace{1cm} (4.2)

In (4.2) we have the reduced operator $C^{\text{RB}}(\tau_0) := W^*C(\tau_0)W$, and the reduced Gramian matrix $M^{\text{RB}} := W^*MW$, that are both $N_{\text{RB}} \times N_{\text{RB}}$ matrices. The eigenvectors in $X_{\text{RB}}$ can then be recovered by $\psi^{\text{RB}}_i(\tau_0) = Ww_i(\tau_0)$, $i = 1, \ldots, N_{\text{sto}}$.

4.2. Offline-online decomposition

A reduced basis method typically has two phases. In the offline phase the reduced basis $W$ is constructed. In the online phase the reduced operator $C^{\text{RB}}(\tau_0)$ is assembled, and the reduced eigenproblem (4.2) is solved for selected parameter values $\tau_0 \in \mathbb{R}$. To be able to shift a large part of the computational cost from the online to the offline phase we assume that the following offline-online decomposition is available for the family of parameterised covariance operators.

**Assumptions 4.1** Let $N_{\text{lin}} \in \mathbb{N}$. We assume that there are functions $F_k : \mathbb{R} \to \mathbb{R}$ and linear operators $C_k$, $k = 1, \ldots, N_{\text{lin}}$, such that

$$C(\tau_0) = \sum_{k=1}^{N_{\text{lin}}} F_k(\tau_0)C_k, \quad \tau_0 \in \mathbb{R}.$$  

In this case, $C(\tau_0)$ is called a linearly separable operator.

4.2.1. Offline phase

We use snapshots of the full eigenvectors to construct the reduced basis. Meaning that we choose a vector $\tau^{\text{snap}} \in \mathbb{R}^{N_{\text{snap}}}$ and solve the full eigenproblem (4.1) for all elements of $\tau^{\text{snap}}$. We then have

$$W_{\text{snap}} = (\psi_i(\tau^{\text{snap}}_s) : s = 1, \ldots, N_{\text{snap}}, i = 1, \ldots, N_{\text{sto}}),$$

and define the reduced space $X_{\text{RB}} := \text{span}(W_{\text{snap}})$. Next, we construct an orthonormal basis for this vector space. One option to do this is the proper orthogonal decomposition. Note that the POD is in fact equivalent to a principal component analysis of the ‘covariance operator’ $W_{\text{snap}}^{(2)} := W_{\text{snap}}W_{\text{snap}}^*$. As result of the POD we obtain a spectral decomposition of $W_{\text{snap}}^{(2)}$ of the form

$$W_{\text{snap}}^{(2)} = QAQ^*,$$

where $A := \text{diag}(\lambda_1^{\text{snap}}, \ldots, \lambda_N^{\text{snap}})$ is a diagonal matrix containing the eigenvalues of $W_{\text{snap}}^{(2)}$ and each column of $Q$ contains the associated orthonormal eigenvectors. We use the eigenvectors with non-zero eigenvalues as basis vectors of $X_{\text{RB}}$, that is, $W := (Q_{:,i} : \lambda_i^{\text{snap}} > 0, i = 1, \ldots, N)$.  
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The magnitude of the eigenvalues of $W^{(2)}_{\text{snap}}$ is an indicator for the error when the corresponding eigenvectors are not included in $W$. See the discussion in §3.1. Neglecting eigenvectors however is beneficial due to the smaller dimension of the reduced basis. Depending on the pay-off of the dimension reduction compared to the approximation accuracy of the reduced basis one can choose a threshold $\lambda > 0$ and work with the basis 

$$W := (Q_{i,i} : \lambda_{i}^{\text{snap}} > \lambda, i = 1, ..., N).$$

**Remark 4.2** In this paper we compute the singular value decomposition (SVD) of $W_{\text{snap}}$ instead of the spectral decomposition of $W^{(2)}_{\text{snap}}$. This is possible since the squares of the singular values of $W_{\text{snap}}$ are identical to the eigenvalues of $W^{(2)}_{\text{snap}}$.

There are many ways to choose the snapshot parameter values $\tau_{\text{snap}}$. In our applications $\tau$ is a random variable with probability measure $\mu'$. Hence, a straightforward method is to sample independently $\tau_{s}^{\text{snap}} \sim \mu'$ ($s = 1, ..., N_{\text{snap}}$). Alternatively, one can select deterministic points in $R$, e.g. quadrature nodes. We will come back to this question in §6 where we discuss the numerical experiments.

### 4.2.2. Online phase

In the online phase we iterate over various hyperparameter values $\tau_{0} \in R$. In every step, we assemble the operator $C_{\text{RB}}(\tau_{0})$, and then we solve the associated eigenproblem (4.2). By Assumptions 4.1, it holds 

$$C(\tau_{0}) = \sum_{n=1}^{N_{\text{lin}}} F_{k}(\tau_{0}) C_{k}.$$ 

Hence, the reduced operator can be assembled efficiently as follows, 

$$C_{\text{RB}}(\tau) = W^{*} \sum_{k=1}^{N_{\text{lin}}} F_{m}(\tau) C_{k} W = \sum_{k=1}^{N_{\text{lin}}} F_{k}(\tau) W^{*} C_{k} W = \sum_{k=1}^{N_{\text{lin}}} F_{k}(\tau) C^{\text{RB}}_{k}.$$ 

The reduced operators $C^{\text{RB}}_{k}$ ($k = 1, ..., N_{\text{lin}}$) can be computed in the offline phase and stored in the memory. In the online phase, we then only need to compute a certain linear combination of $(C^{\text{RB}}_{k})_{k=1}^{N_{\text{lin}}}$. This reduces the computational cost of the assembly of the reduced operator significantly. After the assembly step we solve the reduced eigenproblem (4.2) and obtain the eigenvectors $\psi_{i}^{\text{RB}}(\tau_{0}) := W w_{i}(\tau_{0}) \in X$ and eigenvalues $\lambda_{i}^{\text{RB}}(\tau), i = 1, ..., N_{\text{sto}}$.

### 4.3. Matérn-type covariance operators

Matérn-type covariance operators are widely used in spatial statistics and uncertainty quantification. They are particularly popular for modelling spatially variable uncertainties in porous media. We are interested in solving the KL eigenproblem with Matérn covariance operators with hyperparameters e.g. the correlation length. Unfortunately, the Matérn-type covariance operators are not linearly separable with respect to the hyperparameters of interest (see Assumptions 4.1). For this reason we introduce and analyse a class of linearly separable covariance operators which can approximate Matérn-type covariance operators with arbitrary accuracy.
**Definition 4.3** Let $D \subseteq \mathbb{R}^d, d = 1, 2, 3$ be an open, bounded and connected domain, and let $X := C^2(D; \mathbb{R})$. Furthermore, let $\ell \in (0, \text{diam}(D)), \nu \in (0, \infty], \sigma \in (0, \infty)$. Define the covariance kernel $c(\nu, \ell, \sigma) : [0, \infty) \to [0, \infty)$ as

$$
    z \mapsto c(\nu, \ell, \sigma)(z) = \sigma^2 2^{1-\nu} \frac{\Gamma(\nu)}{\Gamma(\nu)} \left( \frac{\sqrt{2\nu^2 z^2}}{\ell} \right)^\nu K_\nu \left( \frac{\sqrt{2\nu^2 z^2}}{\ell} \right),
$$

where $K_\nu$ is the modified Bessel function of the second kind. Then, the Matérn-type covariance operator with smoothness $\nu$, standard deviation $\sigma$ and correlation length $\ell$ is given by

$$
    C(\nu, \ell, \sigma) : X \to X, \varphi \mapsto \int_D \varphi(x)c(\nu, \ell, \sigma)(\text{dist}(x, \cdot))dx,
$$

where $\text{dist} : D \times D \to [0, \infty)$ is the Euclidean distance in $D$.

**Remark 4.4** The exponential covariance operator which we discuss in Examples 2.6 and 2.9 is a Matérn-type covariance operator. Indeed, $C(1/2, \ell, \sigma) \equiv C^{(\ell, \sigma)}_{\exp}$.

In Example 2.9 we discussed the possibility of using the standard deviation $\sigma$ and the correlation length $\ell$ as hyperparameters in a Matérn-type covariance operator. What are the computational implications for the KL expansion? Changing $\sigma$ only rescales the KL eigenvalues, and does not require a re-computation of the KL. However, changing the correlation length clearly changes the KL eigenfunctions. We can see this in Figure 4.1. However, the good news is that the KL eigenfunctions for different correlation lengths are very similar, for example, the number and location of extrema is preserved. This suggests that we might be able to construct a useful reduced basis from selected snapshots of KL eigenpairs corresponding to different correlation lengths. To be able to construct and use the reduced basis efficiently requires the linear separability of the covariance operator, see Assumptions 4.1. The Matérn operator is linearly separable with respect to $\sigma$. On the other hand it is not linearly separable with respect to $\ell$, since the covariance function $c(\nu, \ell, \sigma)$ is not linearly separable. However, it is possible to approximate $C(\nu, \ell, \sigma)$ with any precision by a linearly separable operator. We show this in the remainder of this section.

**Assumptions 4.5** The correlation length $\ell$ satisfies $0 < \underline{\ell} \leq \ell$ with fixed $\underline{\ell}$.

**Lemma 4.6** Let $\nu \in (0, \infty]$, and let Assumption 4.5 hold. Then, there is a linearly separable operator

$$
    \tilde{C}(\nu, \ell, \sigma, N_{\text{lin}}) : X \to X
$$

consisting of $N_{\text{lin}} \in 2\mathbb{N}$ terms, such that asymptotically

$$
    \|\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}}) - C(\nu, \ell, \sigma)\|_X \leq O(1/(N_{\text{lin}}!); N_{\text{lin}} \to \infty). \quad (4.3)
$$

**Proof.** See Appendix B. \qed
The covariance operator approximation brings new issues. The Matérn-type covariance operators $\tilde{C}(\nu, \ell, \sigma)$ are valid covariance operators in $\text{CO}(X)$. However, this is not necessarily the case for $\tilde{\tilde{C}}(\nu, \ell, \sigma, N_{\text{lin}})$. One can easily verify the following.

**Lemma 4.7** The operator $\tilde{\tilde{C}}(\nu, \ell, \sigma, N_{\text{lin}})$ is self-adjoint, trace-class and continuous.

**Proof.** See Appendix B. □

However, $\tilde{\tilde{C}}(\nu, \ell, \sigma, N_{\text{lin}})$ is not necessarily positive definite. Under weak assumptions we can cure this by replacing $\tilde{\tilde{C}}(\nu, \ell, \sigma, N_{\text{lin}})$ by an operator $\tilde{\tilde{\tilde{C}}}_0(\nu, \ell, \sigma, N_{\text{lin}})$ which has the exact same eigenfunctions and positive eigenvalues as $\tilde{\tilde{C}}(\nu, \ell, \sigma, N_{\text{lin}})$, however, all negative eigenvalues are set to zero. Formally, we define $\tilde{\tilde{\tilde{C}}}_0(\nu, \ell, \sigma, N_{\text{lin}})$ by

$$\tilde{\tilde{\tilde{C}}}_0(\nu, \ell, \sigma, N_{\text{lin}}) = \sum_{i=1,\hat{\lambda}_i>0}^{\infty} \tilde{\lambda}_i(\tilde{\psi}_i \otimes \tilde{\psi}_i),$$

where $(\hat{\lambda}_i, \tilde{\psi}_i)_{i=1}^{\infty}$ are eigenpairs of $\tilde{\tilde{C}}(\nu, \ell, \sigma, N_{\text{lin}})$ and the eigenfunctions are orthonormal. Note that the same technique has been applied in [11] to remove the degeneracy of multilevel sample covariance estimators. Fortunately, we can show that the approximation error of $\tilde{\tilde{\tilde{C}}}_0(\nu, \ell, \sigma, N_{\text{lin}})$ is of the same order as the error of $\tilde{\tilde{C}}(\nu, \ell, \sigma, N_{\text{lin}})$. 

---

Figure 4.1: Eigenfunctions 1, 11 and 94 of the Matérn-type covariance operator with correlation lengths $\ell = 0.01, 0.1, 1$ and $\nu = 1/2$. 

![Eigenfunctions](image-url)
Lemma 4.8 The Matérn-type covariance operator $\mathcal{C}(\nu, \ell, \sigma)$ and the approximate operator $\tilde{\mathcal{C}}_0(\nu, \ell, \sigma, N_{\text{lin}})$ in (4.4) satisfy

$$\|\tilde{\mathcal{C}}_0(\nu, \ell, \sigma, N_{\text{lin}}) - \mathcal{C}(\nu, \ell, \sigma)\|_X \leq 2\|\tilde{\mathcal{C}}(\nu, \ell, \sigma, N_{\text{lin}}) - \mathcal{C}(\nu, \ell, \sigma)\|_X.$$ 

Proof. See Appendix B.

We summarise the results in Lemma 4.6–4.8 as follows.

Proposition 4.9 Let $\nu \in (0, \infty)$. Under Assumption 4.5 there is a linearly separable, valid covariance operator $\tilde{\mathcal{C}}_0(\nu, \ell, \sigma, N_{\text{lin}}) \in \text{CO}(X)$ consisting of $N_{\text{lin}} \in 2\mathbb{N}$ terms, such that asymptotically

$$\|\tilde{\mathcal{C}}_0(\nu, \ell, \sigma, N_{\text{lin}}) - \mathcal{C}(\nu, \ell, \sigma)\|_X \leq O(1/(N_{\text{lin}}!); N_{\text{lin}} \to \infty).$$

The expansion in (4.4) has infinitely many terms. We truncate this expansion and retain only the leading $N_{\text{sto}}$ terms, denoting the resulting covariance operator by $\tilde{\mathcal{C}}_0(\nu, \ell, \sigma, N_{\text{lin}}, N_{\text{sto}})$.

Finally, we discuss the sample path continuity. Samples of Gaussian random fields with Matérn-type covariance operators are almost surely continuous functions. In the following proposition we show that this also holds for the realisations of $N(0, \tilde{\mathcal{C}}_0(\nu, \ell, \sigma, N_{\text{lin}}, N_{\text{sto}}))$.

Proposition 4.10 Let $\theta \sim N\left(0, \tilde{\mathcal{C}}_0(\nu, \ell, \sigma, N_{\text{lin}}, N_{\text{sto}})\right)$, where $\nu \in (0, \infty)$. Then it holds $\theta \in C^0(D)$.

Proof. We consider the random field in terms of its (finite) KL expansion,

$$\theta := \theta^{N_{\text{sto}}}_{\text{KL}} := \sum_{i=1}^{N_{\text{sto}}} \sqrt{\lambda_i} \tilde{\psi}_i \xi_i,$$

where $(\lambda_i, \tilde{\psi}_i)_{i=1}^{N_{\text{sto}}}$ are the eigenpairs of $\tilde{\mathcal{C}}_0(\nu, \ell, \sigma, N_{\text{lin}}, N_{\text{sto}})$ with positive eigenvalues. Then, $\theta$ is a continuous function, if $(\tilde{\psi}_i)_{i=1}^{N_{\text{sto}}}$ is a family of continuous functions. This however is clear by the definition of $(\tilde{\psi}_i)_{i=1}^{N_{\text{sto}}}$. Indeed, let $i = 1, \ldots, N_{\text{sto}}$. Then it holds

$$\tilde{\psi}_i(y) = \frac{1}{\lambda_i} \int_D \tilde{\psi}_i(x) \tilde{\mathcal{C}}(\nu, \ell, \sigma, N_{\text{lin}})(\text{dist}(x, y))dx, \quad y \in D.$$ 

By definition, $\tilde{\mathcal{C}}(\nu, \ell, \sigma, N_{\text{lin}})(\text{dist}(\cdot, \cdot))$ is a continuous function. Hence, one can easily verify that the right-hand side is continuous.

5. Reduced basis sampling

In §3.2 we discuss sampling from a Markov kernel, or, equivalently, a parameterised Gaussian measure

$$K(\cdot|\tau) := N(m(\tau), \mathcal{C}(\tau)),$$
Now, to reduce the computational cost, we combine Algorithm 1 and reduced bases in §5.1. We discuss the computational cost of the offline and the online phase of the suggested reduced basis sampling in §5.2. Finally, in §5.3 we explain how the reduced basis induces an alternative expansion for the parameterised Gaussian random field.

5.1. Algorithm

First we describe the offline phase of the reduced basis sampling. We use a POD approach to compute a reduced basis \( W \) for \( C(\cdot) \). Here, it is important that the dimension of \( X_{RB} = \text{span}(W) \) is larger than \( N_{sto} \). Furthermore, we assume that \( C(\cdot) \) fulfills Assumptions 4.1, i.e., it has the linearly separable form

\[
C(\cdot) := \sum_{k=1}^{N_{lin}} F_k(\cdot) C_k.
\]

Having constructed the reduced basis \( W \), we compute

\[
C_{RB}^k(\tau_n) = W^* C_k(\tau_n) W, \quad k = 1, \ldots, N_{lin}.
\]

Then, we proceed with the online phase (see Algorithm 3). We iterate over \( n = 1, \ldots, N_{smp} \). In each step we first sample \( \tau_n \sim \mu' \). Then, we evaluate the reduced covariance operator \( C_{RB}(\tau_n) \), compute the eigenpairs \( (\lambda_i^{RB}(\tau_n), w_i^{RB}(\tau_n))_{i=1}^{N_{sto}} \) of \( C_{RB}(\tau_n) \), and return

\[
\Psi_{n}^{RB}(\tau_n) := \left( \sqrt{\lambda_i^{RB}(\tau_n)} w_i^{RB}(\tau_n) : i = 1, \ldots, N_{sto} \right).
\]

Next, we compute the representation of \( \Psi_{n}^{RB}(\tau_n) \) on the full space \( X \), that is, \( \Psi_n(\tau_n) := W \Psi_{n}^{RB}(\tau_n) \). Finally, we proceed as in Algorithm 1: We sample a multivariate standard Gaussian random variable with \( N_{sto} \) components and return

\[
m(\tau_n) + \Psi_n(\tau_n) \xi.
\]

5.2. Computational cost

We assume again that \( X = \mathbb{R}^N \). The number of solves of the full eigenproblem in the offline phase is \( N_{snap} \). We assume that \( N_{snap} \) is much smaller than the number of samples \( N_{smp} \) we want to generate. Furthermore, we assume that the dimension of the reduced basis \( \text{dim}(X_{RB}) = N_{RB} \) is smaller than the dimension of the full problem \( N \), and that \( C(\tau) \) and \( C^{RB}(\tau) \) are both dense matrices.

The computational cost of the tasks in the offline phase is given in Table 1. The total offline cost is \( O(N_{snap} N^2 + N_{snap} N_{sto}^2 + N_{snap} N_{sto}^2; N \to \infty) \). Since
\( N_{\text{snap}} \ll N_{\text{smp}} \) the offline cost is asymptotically much cheaper than the cost of Algorithm 1 where we solve the full eigenproblem for each sample.

The computational cost of the tasks in the online phase is given in Table 2. The total online cost is \( O(N_{\text{smp}}N_{\text{RB}}^2N_{\text{lin}} + N_{\text{smp}}N_{\text{RB}}^2N_{\text{sto}} + N_{\text{smp}}N_{\text{RB}}N; N \to \infty) \). In the online phase we solve the covariance eigenproblems in the reduced space. The high-dimensional full space \( X \) is only required when we map the reduced sample to \( X \). The cost of these steps is linear in the dimension \( N \) of \( X \), and quadratic in the dimension of the reduced basis \( N_{\text{RB}} \) for every sample. In contrast, the cost of Algorithm 1 is at least quadratic in \( N \), for every sample. Hence, for every sample, we need to solve an \( O(N; N \to \infty) \) problem using RB, but an \( O(N^2; N \to \infty) \) problem in the full space. This clearly demonstrates the advantages of RB sampling.

### 5.3. Reduced basis random field expansion

In Algorithm 3 we describe sampling from the full random field \( \theta \). However, this can be inefficient for two reasons:

1. In some applications, e.g. the Bayesian inverse problem, the random field samples need to be stored and kept in memory. This is often impossible due to memory limitations.

2. In some methods, e.g. the MCMC method in Algorithm 2, we need to assess random fields with respect to some covariance operators. Hence, not only the random fields have to be kept in memory but also at least one covariance operator. This requires one order of magnitude more memory than a single random field, that is, \( O(N^2; N \to \infty) \) compared to \( O(N; N \to \infty) \).

The reduced basis enables a natural compression of the full random field \( \theta \). Let \( \theta \sim K(\cdot|\tau_0) \) for some \( \tau_0 \in \mathbb{R} \). The reduced basis implies the representation

\[
\theta = m(\tau_0) + \Psi_0(\tau_0)\xi = m(\tau_0) + W\Psi_0^{RB}(\tau_0)\xi
\]
for some $\xi \sim N(0, \text{Id}_{N_{\text{sto}}})$. We can represent $\theta$ in terms of $\theta_{\text{RB}} := (\Psi_{0}^{\text{RB}}(\tau_{0})\xi) \in \mathbb{R}^{N_{\text{RB}}}$ which gives

$$\theta = m(\tau_{0}) + W\theta_{\text{RB}},$$

the reduced basis expansion of the random field $\theta$. Note that $\theta_{\text{RB}} \sim N(0, C^{\text{RB}}(\tau_{0}))$ is a Gaussian random field on the reduced space. In contrast to a KL expansion the random field expansion in (5.1) is not necessarily optimal when we compare the number of terms $N_{\text{RB}}$ required to achieve a certain approximation accuracy in the mean-square error. We comment on the KL expansion of the non-Gaussian random field $\theta \sim \mu''$ in the following.

Let

$$\overline{C} := \int_{\mathbb{R}} C(\tau)\mu'(d\tau)$$

denote the covariance operator of $\theta \sim \mu''$ and $\overline{m} := \int m(\tau)\mu'(d\tau)$ denote its mean. We assume that $\overline{m}$ and $\overline{C}$ are well-defined. Based on $\overline{m}$ and $\overline{C}$ we obtain the KL expansion

$$\theta_{\text{KL}} := \overline{m} + \sum_{i=1}^{\infty} \sqrt{\lambda_{i}} \psi_{i} \xi_{i},$$

(5.2)

where $(\lambda_{i}, \psi_{i})_{i=1}^{\infty}$ are eigenpairs of $\overline{C}$, and $(\xi_{i})_{i=1}^{\infty}$ is a family of countably many uncorrelated scalar random variables. These random variables are typically neither standard Gaussian nor stochastically independent. One can show that $\theta_{\text{KL}} \sim \mu''$.

The truncated KL expansion associated with (5.2) satisfies a best approximation property. Let

$$\theta_{\text{KL}}^{N_{\text{sto}}} := \overline{m} + \sum_{i=1}^{N_{\text{sto}}} \sqrt{\lambda_{i}} \psi_{i} \xi_{i},$$

Then, $\theta_{\text{KL}}^{N_{\text{sto}}}$ solves the minimisation problem

$$\min_{\tilde{\theta} \in \mathcal{L}^{2}(\mathbb{R}^{N_{\text{sto}}}; X)} \mathbb{E} \left[ \| \theta_{\text{KL}} - \tilde{\theta} \|_{X}^{2} \right].$$

There are many alternative random field expansions depending on the choice of the basis. One could for instance use eigenpairs $(\lambda_{i}(\tau_{0}), \psi_{i}(\tau_{0}))_{i=1}^{\infty}$ for a fixed $\tau_{0} \in \mathbb{R}$. Various approaches for random field expansions have been proposed and compared in [47]. We advocate the reduced basis random field expansion for two reasons:

1. The KL expansion associated with $\mu''$ requires the construction of $\overline{C}$ and the computation of its eigenpairs.
2. The offline-online decomposition has been computed for the basis $W$. A basis change requires the computation of new reduced operators $C^{\text{RB}}(\tau_{0})$ and $(C_{k}^{\text{RB}})_{k=1}^{N_{\text{lin}}}$, resp.

Observe that the covariance of $\theta$ for a fixed $\tau_{0}$ can be fully described by $C^{\text{RB}}(\tau_{0}) \in \mathbb{R}^{N_{\text{RB}} \times N_{\text{RB}}}$. Hence, we can sample $\theta$ cheaply, and we can also represent the covariance of $\theta$ by a low dimensional matrix. This is particularly useful in Bayesian inverse problems as we explain next.
Consider a Bayesian inverse problem with parameterised prior random field and assume that \( m(\tau_0) \in X_{\text{RB}}, \tau_0 \in R \). If this is not the case, one can either add \( m(\tau_0) \) for the required \( \tau_0 \in R \) to \( X_{\text{RB}} \) or project \( m(\tau_0) \) orthogonally onto \( X_{\text{RB}} \). In Algorithm 2 we need the full random field \( \theta \) as input for the potential \( \Phi \) to compute the acceptance probability of the pCN-MCMC proposal. Moreover, to compute the acceptance probability of the \( \tau \)-proposal, again we need to construct the full precision operator of the proposed \( \tau^* \in R \). The computational cost of this construction is of order \( O(N; N \to \infty) \). However, since \( \theta_{\text{RB}} \) already contains the full covariance information, we can replace \( C(\tau^*)^{-1} \) by \( C_{\text{RB}}(\tau^*)^{-1} \). Then, the computational cost of the Gibbs step in \( \tau \)-direction is independent of \( N \). We summarise the associated Reduced Basis MCMC method in Algorithm 4.

**Algorithm 4: Reduced Basis Markov Chain Monte Carlo**

Let \((\tau_0, \theta_{\text{RB},0}) \in \mathbb{R}^{N_{\text{RB}}+1}\) be the initial state of the Markov chain.

For \( n \in \{1, \ldots, N_{\text{smp}}\} \) do

1. Sample \( \tau^* \sim q_R(\cdot | \tau_{n-1}) \)
2. \( \alpha_R(\tau_{n-1}; \tau^*) \leftarrow \min \left\{ 1, \frac{q_R(\tau^* | \tau_{n-1})}{q_R(\tau_{n-1} | \tau^*)} \frac{n(\theta_{\text{RB},n-1}; W^* m(\tau^*), C_{\text{RB}}(\tau^*))}{n(\theta_{\text{RB},n-1}; W^* m(\tau_{n-1}), C_{\text{RB}}(\tau_{n-1}))} \right\} \)
3. Sample \( U_R \sim \text{Unif}[0, 1] \)
   - if \( U_R < \alpha_R \) then
     - \( \tau_n \leftarrow \tau^* \)
   - else
     - \( \tau_n \leftarrow \tau_{n-1} \)
4. Sample \( \theta_{\text{RB}} \sim N(\sqrt{1 - \beta^2} \theta_{\text{RB},n-1}, \beta C_{\text{RB}}(\tau_n)) \)
5. \( \alpha_X(\theta_{\text{RB},n-1}; \theta_{\text{RB}}) \leftarrow \min \{ 1, \exp(-\Phi(W\theta_{\text{RB}}^*) + \Phi(W\theta_{\text{RB},n-1}))) \} \)
6. Sample \( U_X \sim \text{Unif}[0, 1] \)
   - if \( U_X < \alpha_X \) then
     - \( \theta_{\text{RB},n} \leftarrow \theta_{\text{RB}}^* \)
   - else
     - \( \theta_{\text{RB},n} \leftarrow \theta_{\text{RB},n-1} \)

End

6. Numerical experiments

In this section we illustrate and verify the reduced basis sampling for use with forward and Bayesian inverse problems. We start by measuring runtime and accuracy of the reduced basis approximation to the parametric KL eigenproblems. In Example 6.1, we consider a forward and a Bayesian inverse problem in a low-dimensional test setting. This allows us to compare the reduced basis sampling with the samples obtained by using the full, unreduced KL eigenproblems. We then move on to high-dimensional estimation problems in Examples 6.2–6.4. In Examples 6.2–6.3 we consider the elliptic PDE

\[-\nabla \cdot (\exp(\theta(x))\nabla p(x)) = f(x) \quad (x \in D) \] (6.1)
on the unit square domain $D = (0, 1)^2$ together with suitable boundary conditions. The PDE (6.1) is discretised with linear, continuous finite elements on a uniform, triangular mesh. The coefficient function $\theta$ is a parameterised Gaussian random field with exponential covariance operator, and random correlation length and standard deviation, respectively (see Example 2.9). The spatial discretisation of $\theta$ is done with piecewise constant finite elements on a uniform, rectangular mesh. The evaluation of the covariance operator on this finite element space requires to evaluate an integral. We approximate this integral using a composite midpoint rule, with one quadrature node in each finite element.

We further discretise $\theta$ by a truncated KL expansion where we retain the leading $N_{\text{sto}}$ terms. The parameter $N_{\text{sto}}$ is selected such that the truncated KL captures at least 90% of the total variance. We list the random field parameters for Examples 6.1–6.4 in Table 3. We introduce the estimation problems in more detail in the following subsections. Note that we solve the test problems in Examples 6.1–6.4 using the reduced basis samplers presented in §5.

<table>
<thead>
<tr>
<th>Example 6.1</th>
<th>Example 6.2</th>
<th>Example 6.3</th>
<th>Example 6.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$</td>
<td>1</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>$\bar{\sigma}$</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>$m_{\sigma}$</td>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>$\ell$</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>$N_{\text{sto}}$</td>
<td>200</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 3: Random field parameters in Examples 6.1–6.4.

### 6.1. Accuracy and speed up

First we assess the accuracy and time consumption of the reduced basis approximation. We measure the quality of the reduced basis surrogate by comparing reduced basis eigenvalues with full eigenvalues in a simplified setting. The full matrix is the finite element approximation of $C_{\exp}(\ell, 1)$ with $100 \times 100$ piecewise constant finite elements. The goal is to compute the leading 100 eigenpairs of $C_{\exp}(\ell, 1)$ for selected values $\ell \in [0.1, \sqrt{2}]$. We compute reference solutions for $\ell = 0.1, 0.5, 1.4$ using the full matrix. The reduced basis is constructed using 10 snapshots

$$\ell_{\text{snap}} = (2^{1/2}, (2^{-1/2} + 1)^{-1}, (2^{-1/2} + 2)^{-1}, \ldots, (2^{-1/2} + 9)^{-1}).$$

We compute the leading 100 eigenpairs for all correlation lengths in $\ell_{\text{snap}}$, and assemble the associated eigenvectors in a single matrix. Then we apply the POD and retain $N_{\text{RB}} = 2^1, \ldots, 2^{13}$ orthonormal basis vectors. Recall that the offline-online decomposition requires a linearisation of the covariance operator (see §4.3). Throughout this section (§6) we use $N_{\text{lin}} = 39$ linearisation terms.

We plot the relative error of the reduced compared to the exact eigenvalue in Figure 6.1 for various reduced basis dimensions $N_{\text{RB}}$. Note that it is not possible
Figure 6.1: Relative reduced basis error of the eigenvalues $\lambda_1(\ell), \lambda_{10}(\ell), \lambda_{100}(\ell)$ for correlation lengths $\ell = 0.1, 0.5, 1.4$ and reduced basis dimensions $N_{RB} = 2^1, ..., 2^{13}$.

To compute eigenvalues with an index larger than $N_{RB}$. For $\ell = 0.1$ the relative reduced basis error stagnates at a level that is not smaller than $10^{-6}$. In further experiments not reported here we observed that this stagnation is caused by the relatively large linearisation error of the covariance kernel (recall that we use only $N_{lin} = 39$ terms). We remark that the root mean square error of the MC and MCMC estimation results in this section is of order $O(10^{-2})$. Hence, an eigenvalue error of magnitude $10^{-6}$ is acceptable. We point out, however, that a full error analysis of the reduced basis samplers (including the linearisation and RB error) is beyond the scope of this study. For $\ell = 0.5$ and $\ell = 1.4$ we achieve the accuracy $O(10^{-6})$ for $N_{RB} \approx 128$. For $N_{RB} > 128$ the relative errors are of the size of the machine epsilon. This error unnecessarily outperforms the sampling error mentioned above and introduces a higher computational cost in the online phase. Hence, in our test problems $N_{RB} = 128$ would be a sufficient choice.

To get an idea about the speed-ups that are possible with reduced basis sampling we repeat the experiment. This time we vary the dimension of the finite element space and use $N = 4^4, ..., 4^7$. The dimension of the reduced basis is fixed with $N_{RB} = 256$. We plot the test results in Figure 6.2. The time measurements correspond to serial simulations in MATLAB with an Intel i7 (2.6 Ghz) CPU and 16 GB RAM memory. The dashed lines show the theoretical asymptotic behaviour, that is, $O(N; N \to \infty)$ for the reduced basis sampling and $O(N^2; N \to \infty)$ for the full sampling. We see that the theoretical and observed timings for the full sampling are almost identical. In contrast, the observed timings for RB sampling are smaller than predicted by the theory. This is caused by the fact that the dimension $N$ of the finite element space is quite small. As $N$ increases we observe a massive speed-up of the reduced basis sampling compared to the full sampling. For example, for $N = 4^7$ the reduced basis sampling requires less than $10^{-1}$ seconds, while the full sampling requires several minutes. In this case the speed-up in the online phase is of order $O(10^3)$.

For the estimation problems in Examples 6.1–6.4 we use Monte Carlo and Markov Chain Monte Carlo with $10^4$ up to $1.5 \cdot 10^5$ samples and a random field resolution with $N = 256 \times 256$ finite elements in space. In these cases, MC and MCMC estimations based on the full KL eigenproblem would take a couple of days up to a couple of years to terminate. In contrast, the (serial) run-time of the reduced
basis sampling is \( \sim 15 \) minutes in Example 6.2 and \( \sim 18 \) hours in Example 6.4. Of course, standard Monte Carlo simulations are trivially parallelisable. MCMC is a serial algorithm by design, and parallelisation is not trivial, see e.g. [50] for suitable strategies. Our experiments show that RB sampling can reduce the computational cost without the need for parallelisation.

6.2. Verification of reduced basis sampling

Next, we test the accuracy of RB sampling using coarse spatial discretisations. This allows us to obtain reference solutions in a reasonable amount of time.

**Example 6.1** Let \( \mu \) be the joint probability measure from Example 2.9 together with the parameter values given in Table 3. We discretise the random field \( \theta \sim \mu'' \) using \( 32^2 \) finite elements. The test problems are as follows.

(a) Forward uncertainty propagation: We consider a flow cell in 2D with log-permeability \( \theta \). See Example 6.2 for the definition of the flow cell. Given the random coefficient \( \theta \) we want to estimate the probability distribution of the outflow over the boundary \( Q(\theta) \). We discretise the PDE with \( 2 \cdot 16^2 \) finite elements.

(b) Bayesian inverse problem: We observe a random field realisation on \( D = (0,1)^2 \) at the centre point \( (0.5,0.5) \). Given this (noisy) observation \( y = 0.1 \) we want to reconstruct the random field. The prior measure is \( \mu \) as specified above. The likelihood is given by

\[
\exp \left( -1/(2 \cdot 10^{-3}) \| y - \theta(0.5,0.5) \|^2 \right).
\]

We want to estimate the posterior mean and variance of the correlation length \( \ell \) given the data \( y \). In addition, we compute the model evidence.

We solve the test problems in Example 6.1(a)–(b) with Monte Carlo. In part (b) we use importance sampling with samples from the prior as proposal. We solve (a) and
(b) with reduced basis sampling as well as standard sampling based on the full (discretised) eigenvectors of the parameterised covariance operator. The standard sampling serves as reference solution for the reduced basis sampling. The reduced basis is constructed using the snapshot correlation lengths \( \ell_{\text{snap}} = (0.322, 0.433, 0.664, 1.414) \); these are simply the inverses of four equidistant points in the interval \([1/\sqrt{2}, 3.11]\) including the boundary points. This choice clusters snapshots near zero which is desirable due to the singularity of the exponential covariance at \( \ell = 0 \). We apply the POD to construct three reduced bases with different accuracies \( \lambda := 10^{-1}, 10^{-5}, 10^{-9} \).

For each of the settings we run 61 Monte Carlo simulations with \( 10^4 \) samples each to estimate the mean and the variance of the pushforward measure \( \mu'(Q \in \cdot) \) in part (a), as well as the posterior mean, posterior variance and model evidence in the Bayesian inverse setting in part (b). We compute a reference solution for all those quantities using \( 6.15 \times 10^5 \) samples. With respect to the reference solutions we compute the relative error of the 61 estimates in each setting. In Table 4 we give the means and the associated standard deviations (StD) of the relative errors. We observe that the (mean of the) relative error is of order \( O(10^{-2}) \) up to \( O(10^{-3}) \).

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( 10^{-1} ) (StD)</th>
<th>( 10^{-5} ) (StD)</th>
<th>( 10^{-9} ) (StD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pushforward mean</td>
<td>0.0055 (0.0041)</td>
<td>0.0057 (0.0051)</td>
<td>0.0054 (0.0040)</td>
</tr>
<tr>
<td>Pushforward variance</td>
<td>0.0451 (0.0262)</td>
<td>0.0442 (0.0352)</td>
<td>0.0321 (0.0282)</td>
</tr>
<tr>
<td>Evidence</td>
<td>0.0169 (0.0116)</td>
<td>0.0156 (0.0129)</td>
<td>0.0265 (0.0167)</td>
</tr>
<tr>
<td>Posterior mean</td>
<td>0.0098 (0.0076)</td>
<td>0.0077 (0.0059)</td>
<td>0.0093 (0.0067)</td>
</tr>
<tr>
<td>Posterior variance</td>
<td>0.0914 (0.0706)</td>
<td>0.0720 (0.0554)</td>
<td>0.0867 (0.0623)</td>
</tr>
</tbody>
</table>

Table 4: Relative errors in the Monte Carlo estimation of the mean and variance of the pushforward measure, and posterior mean, posterior variance and model evidence in the Bayesian inverse problem (Example 6.1). Each error value is the mean taken over 61 simulations with \( 10^4 \) samples each. The simulations are performed with reduced basis sampling with POD accuracies \( \lambda = 10^{-1}, 10^{-5}, 10^{-9} \). The relative errors are computed with respect to a reference solution computed with \( 6.15 \times 10^5 \) samples based on the full eigenproblem.

6.3. Forward uncertainty propagation

Next we study the forward uncertainty propagation of a hierarchical random field through an elliptic PDE.

**Example 6.2** Consider a flow cell problem on \( D = (0, 1)^2 \) where the flow only takes place in the \( x_1 \)-direction. The boundary conditions are as follows,

\[
\begin{align*}
p(x) &= 0 \quad (x \in \{1\} \times [0, 1]), \\
p(x) &= 1 \quad (x \in \{0\} \times [0, 1]), \\
\frac{\partial p}{\partial n}(x) &= 0 \quad (x \in (0, 1) \times \{0, 1\}).
\end{align*}
\]

There are no sources within the flow cell (\( f \equiv 0 \)). The random field \( \theta \) is as in Example 2.9 with the parameters given in Table 3. The PDE is discretised with
2 × 128² finite elements, and the random field with 256² finite elements. The quantity of interest is the outflow over the (western) boundary \( \Gamma_{\text{out}} := \{0\} \times [0,1] \). It can be approximated by

\[
Q(\theta) := -\int_D \kappa(\theta) \nabla p \cdot \nabla \psi dx,
\]

where \( \psi|_{D \setminus \Gamma_{\text{out}}} \approx 0 \) and \( \psi|_{\Gamma_{\text{out}}} \approx 1 \) (see e.g. [17]). We discretise the outflow using a piecewise linear, continuous finite element function \( \psi \) on the same mesh that we used for the PDE discretisation.

The log-permeability is modelled as a parameterised Gaussian random field. We employ the reduced basis sampling with \( N_{\text{RB}} = 191 \). We construct the reduced basis analogously to the simple test setting in §6.2. However, now we let \( N_{\text{sto}} = 100 \), and remove vectors from the POD where the corresponding eigenvalue is smaller than \( \lambda = 10^{-10} \) (see also §4.2.1).

We estimate the mean and variance of the output quantity of interest. We compare 24 estimations by computing the associated coefficient of variation (CoV) for the mean and variance estimator, respectively. The CoV is defined as the ratio of the standard deviation of the estimator and the absolute value of its mean. We present the estimation results in Table 5. The small CoVs tell us that \( N_{\text{smp}} = 10^4 \) samples were sufficient to estimate the pushforward measure of the quantity of interest, as well as its mean and variance. Note that with the reduced basis sampling a single Monte Carlo simulation run took about 18 minutes.

### Table 5: Mean and variance estimates with 10⁴ samples (Example 6.2).

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>(CoV)</th>
<th>Variance</th>
<th>(CoV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC estimate</td>
<td>157.286</td>
<td>(0.0028)</td>
<td>3012.2</td>
<td>(0.0355)</td>
</tr>
</tbody>
</table>

We compare these estimates to 23 further simulation results by computing the coefficient of variation within the 24 estimates.

#### 6.4. Hierarchical Bayesian inverse problem

We consider two hierarchical Bayesian inverse problems based on random fields. Note that we use again 256² finite elements to discretise the random fields in both problems and \( 2 \times 128^2 \) finite elements to discretise the elliptic PDE in Example 6.3.

**Example 6.3** Consider the Bayesian estimation of a random field which is propagated through the elliptic PDE (2.4) together with Dirichlet boundary conditions

\[
p(x) = 0 \quad (x \in \partial D),
\]

and 9 Gaussian-type source terms

\[
f(x) = \sum_{n,m=1}^{3} n(x_1;0.25n,0.001) \cdot n(x_2;0.25m,0.001).
\]
Figure 6.3: Synthetic solution $p$ observed in the Bayesian inverse problem (Example 6.3). The black lines indicate the measurement locations. The figures show the model output for a log-permeability with correlation length $\ell = 0.5$ (left) and $\ell = 1.1$ (right), respectively.

We observe the solution $p$ at 49 locations. In particular, the observation operator is given by

$$O(p) := (p(n/8,m/8) : n, m = 1, ..., 7).$$

The (synthetic) observations are generated with log-permeability fields that are samples of a Gaussian random field with exponential covariance operator with $\ell \in \{0.5, 1.1\}$ and $\sigma = \sqrt{1/2}$. We show the corresponding PDE outputs and the measurement locations in Figure 6.3. The Gaussian random fields have been sampled with the full (unreduced) $N_{\text{sto}} = 100$ leading KL terms. Every observation is perturbed with i.i.d. Gaussian noise $\eta_1 \sim N(0, 10^{-6})$. We use the measure $\mu$ in Example 2.9 with parameter values given in Table 3 as prior measure.

**Example 6.4** Consider the Bayesian estimation of a Gaussian random field together with its standard deviation and correlation length. We assume that we can observe the field directly, however, the observations are again noisy. We perform estimations with two data sets that have been generated with fixed hyperparameters $\ell \in \{0.2, 1.1\}$ and $\sigma = 1/(\sqrt{2} \cdot 256)$. We have set $\sigma = 1/\sqrt{2}$ and rescaled the KL eigenfunctions by $1/256$. We discretise the random field using an $N_{\text{sto}} = 800$ dimensional full (unreduced) KL basis. We observe the random field at 2500 positions. Each observation is perturbed by i.i.d. Gaussian noise $\eta_1 \sim N(0, 10^{-6})$. As prior we consider the measure $\mu$ in Example 2.9 with parameter values given Table 3.

We remark that in Examples 6.3–6.4 we use the same PDE and random field discretisation for the generation of the data and the estimation problem. The reason is that we are mainly interested in the reduced basis error, and not in the reconstruction error of the inverse problem. Note further that in Examples 6.3–6.4 the standard deviation $\sigma = \sqrt{1/2}$ is fixed a priori, and is not estimated. The hierarchical Bayesian inverse problems in Example 6.3–6.4 are well-posed since the associated Bayesian inverse problem with fixed, deterministic hyperparameters is well-posed (see [13]), and since the hyperparameter set $R$ is compact.
6.4.1. Observations from PDE output

We consider Example 6.3 and the settings in Table 3. We employ the Reduced Basis MCMC method presented in Algorithm 4 to sample from the posterior measure. We use correlation lengths $\ell \in [0.3, \sqrt{2}]$. Since this is the same range as in Example 6.2 we reuse the reduced basis computed for Example 6.2. Recall that the standard deviation $\sigma = 1/\sqrt{2}$ of the random field $\theta$ is fixed and not estimated. Moreover, we assume that the observational noise is given by $\eta \sim N(0, 10^{-3} \text{Id})$. This corresponds to a noise level of $\sqrt{10^{-3}}/\|y\|_Y \approx 0.6\%$.

We perform experiments for two synthetic data sets with $\ell = 0.5$ and $\ell = 1.1$, respectively. For both data sets we compute a Markov chain of length $N_{\text{sm}} = 10^5$. To avoid burn-in effects we choose initial states close to the true parameter values for the Markov chains. In a setting with real world data it is often possible to obtain suitable initial states with Sequential Monte Carlo (see [3]).

Figure 6.4: Results of the MCMC estimation (Example 6.3, $\ell = 0.5$). The top-right plot shows the synthetic truth together with the measurement locations (black dots). Below we plot the posterior mean estimate computed with MCMC. The four path plots on the left side of the figure show the Markov chains for the correlation length $\ell$, and the reduced basis modes $(\theta_{\text{RB}})_1$, $(\theta_{\text{RB}})_10$, and $(\theta_{\text{RB}})_{100}$, respectively. The red lines mark the truth.

We show the estimation results in Figure 6.4 and Figure 6.5. We observe in both figures that the Markov chain for $\ell$ mixes very fast, however, it takes some time for the Markov chains of the reduced basis modes to explore the whole space. To investigate this further we conduct a heuristic convergence analysis. To this end we consider multiple Markov chains (see §12.1.2 in [41] for a review of MCMC convergence analysis with multiple Markov chains). For each of the two test data sets we compute 4 additional Markov chains starting at different initial states. In results not reported here we observed a similar mixing and coverage of the parameter space of the additional chains. Given these mixing properties, it can reasonably be assumed that the Markov chains have reached the stationary regime.
Figure 6.5: Results of the MCMC estimation (Example 6.3, $\ell = 1.1$). The top-right plot shows the synthetic truth together with the measurement locations (black dots). Below we plot the posterior mean estimate computed with MCMC. The four path plots on the left side of the figure show the Markov chains for the correlation length $\ell$, and the reduced basis modes $(\theta_{RB})_1$, $(\theta_{RB})_{10}$, and $(\theta_{RB})_{100}$, respectively. The red lines mark the truth.

Moreover, we have computed posterior mean and posterior variance of the correlation length parameter $\ell$ for each of the 5 Markov chains. We assess the accuracy of these estimates by computing the coefficient of variation (CoV) within these five estimates. We tabulate the posterior mean and variance estimates for $\ell$ of a single Markov chain as well as the associated CoVs in Table 6. The single Markov chains in this table are the ones shown in Figures 6.4-6.5. The coefficients of variation of the posterior mean and variance estimates are considerably small. This tells us that the posterior mean and variance estimates are reasonably accurate.

<table>
<thead>
<tr>
<th></th>
<th>Mean (CoV)</th>
<th>Variance (CoV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCMC $\ell$ given y (Truth: $\ell = 0.5$)</td>
<td>0.4105 (0.0040)</td>
<td>0.0081 (0.3235)</td>
</tr>
<tr>
<td>MCMC $\ell$ given y (Truth: $\ell = 1.1$)</td>
<td>0.4403 (0.0524)</td>
<td>0.0157 (0.2346)</td>
</tr>
</tbody>
</table>

Table 6: Estimation results of the Bayesian inverse problem with observations from PDE output (Example 6.3). We tabulate the posterior mean and variance estimates of the correlation length $\ell$ of one Markov chain each and the CoVs within the estimates of 5 different Markov chains.

Discussion of the estimation results. The correlation length is underestimated in both cases. In the first case, where the true parameter is given by $\ell = 0.5$, the posterior mean is close to the true parameter. The relative distance between truth and posterior mean is about 18%. In the second setting, where in truth $\ell = 1.1$, the posterior mean is far away from the true parameter. Here, the relative distance between truth and posterior mean is about 60%. In both cases, we conclude that the
data likelihood was not sufficiently informative to estimate the correlation length more accurately. However, we note that the succession of the estimates is correct: The posterior mean estimate in the problem with the larger true correlation is larger than the posterior mean estimate in the other case. Hence we observe a certain consistency with the data in the estimation.

6.4.2. Observations from a random field

Finally, we consider Example 6.4. Here, we allow for much smaller correlation lengths $\ell \in [0.1, \sqrt{2}]$. This requires more KL terms for an accurate approximation, in particular, we use the 800 leading KL terms. This also means that we cannot reuse the reduced basis computed in Example 6.2. Instead, we construct a reduced basis as follows. We solve the KL eigenproblem for 5 snapshots $\ell_{\text{snap}} = (0.1148, 0.1491, 0.2124, 0.3694, 1.4142)$ of the correlation length. The rationale behind this choice is explained in §6.3.

Given the collection of snapshot KL eigenvectors we apply a POD and retain only the basis vectors with $\lambda_{\text{snap}} \geq 10^{-10}$. Recall that in this example the observational noise is given by $\eta \sim N(0, 10^{-4}\text{Id})$. This corresponds to a noise level of $\sqrt{10^{-4}/\|y\|_Y} \approx 6.6\%$. We employ the Reduced Basis MCMC sampler in Algorithm 4 to generate $N_{\text{samp}} = 1.5 \times 10^5$ samples of the posterior measure. We present the Markov chains and estimation results in Figure 6.6 and in Figure 6.7. We observe a fast mixing of the Markov chains. To conduct a heuristic convergence assessment we again compute 4 additional Markov chains with $N_{\text{samp}} = 1.5 \times 10^5$ samples each and different initial states. We found that the additional Markov chains mix similarly compared to the Markov chains shown in
Figures 6.6–6.7. They also cover the same area of the parameter space. Hence, it can reasonably be concluded that the Markov chains reached a stationary regime.

<table>
<thead>
<tr>
<th></th>
<th>Mean (CoV)</th>
<th>Variance (CoV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCMC $\ell$ given $y$ (Truth: $\ell = 0.2$)</td>
<td>0.2847 (0.0465)</td>
<td>0.0064 (0.1520)</td>
</tr>
<tr>
<td>MCMC $\sigma$ given $y$ (Truth: $\sigma = 1/\sqrt{2}$)</td>
<td>0.6438 (0.0077)</td>
<td>0.0042 (0.0207)</td>
</tr>
<tr>
<td>MCMC $\ell$ given $y$ (Truth: $\ell = 1.1$)</td>
<td>0.7248 (0.0161)</td>
<td>0.0575 (0.1308)</td>
</tr>
<tr>
<td>MCMC $\sigma$ given $y$ (Truth: $\sigma = 1/\sqrt{2}$)</td>
<td>0.5484 (0.0096)</td>
<td>0.0052 (0.0453)</td>
</tr>
</tbody>
</table>

Table 7: Estimation results of the Bayesian inverse problem with observations from a random field (Example 6.4). We tabulate the posterior mean and variance of the correlation length $\ell$ and standard deviation $\sigma$.

In addition we present in Table 7 the posterior mean and posterior variance estimates of $\ell$ and $\sigma$ associated with the Markov chains given in Figures 6.6–6.7. To assess the accuracy of these estimates we compare them with the posterior mean and variance estimates of the 4 other Markov chains by computing the coefficients of variations of the estimators. Again, the coefficients of variation are reasonably small.

Discussion of the estimation results. While the likelihood was rather uninformative in the PDE-based Bayesian inverse problem, we see overall more consistent estimates in Example 6.4. For the short correlation length $\ell = 0.2$ the relative distance between posterior mean and truth is 42%. The long correlation length $\ell = 1.1$ is again underestimated. The relative distance between truth and posterior mean is 34% in this case. This result could be explained by the uncorrelated noise that has an influence on the observation of the correlation structure. In particular, we actually observe a random field $\theta' := \theta + \eta'$, where $\theta \sim N(0, C_{\exp}^{(\ell, \sigma)})$ and $\eta' \sim N(0, \sigma_*^2 \cdot \text{Id}_X)$, for some $\sigma_*^2 > 0$. In this situation, the random field $\eta'$ can be understood as a random field with correlation length 0. This might explain the underestimation of the correlation lengths. The standard deviations are slightly underestimated and some of the reduced basis modes are overestimated – this is a consistent result. The posterior mean random fields appear to be smoother than the true random fields. This might be due to the high noise level.

7. Conclusions

We developed a mathematical and computational framework for working with parameterised Gaussian random fields arising from hierarchical forward and inverse problems in uncertainty quantification. Under weak assumptions we proved the well-posedness of the associated hierarchical problems. We discretised the family of parameterised Gaussian random fields by (parametric) KL expansions. We showed how the overall discretisation cost can be reduced substantially by a reduced basis surrogate for the parametric KL eigenpairs. Moreover, we developed a reduced basis sampler for use with Monte Carlo and Markov chain Monte Carlo. For Matérn-type
covariance operators with uncertain correlation length we suggested and analysed a linearisation technique to enable an efficient offline-online decomposition for the reduced basis solver. We illustrated the accuracy and speed-up of the reduced basis surrogate and RB sampling in simple low-dimensional test problems. Finally, we applied the reduced basis sampling to more realistic, high-dimensional, forward and Bayesian inverse test problems in 2D physical space. The test results illustrate that the parametric KL eigenproblem can be approximated with acceptable accuracy by a reduced basis surrogate. Moreover, the RB sampling gives acceptable accuracies compared to the full, unreduced sampling. This enables an efficient hierarchical uncertainty quantification with parameterised random fields. Of course, the size of the acceptable error level is heavily problem dependent, and our numerical experiments are a proof-of-concept. A rigorous error analysis of the reduced basis samplers including the RB error and the linearisation error is beyond the scope of this study.

A. Well-posed Bayesian inverse problem

In §2.4 we discuss the well-posedness of the Bayesian inverse problem for hyperpriors. We recall the well-posedness definition by Hadamard [25].

**Definition A.1** A problem is well-posed in the sense of Hadamard, if the following holds:

1. the problem has a solution,
2. the solution is unique,
3. the solution depends continuously on the inputs.
If the problem is a parameter identification or inverse problem, then the third assumption in Definition A.1 postulates that the solution depends continuously on the observations. Under certain assumptions on the likelihood and prior it can be proved that Bayesian inverse problems are well-posed. We state and explain these assumptions, following and summarising the results in [48].

Let $X$ denote a separable Hilbert space and let $X' \subseteq X$ denote a separable Banach space. The operator $G : X' \to Y$ is called forward-response operator. It maps a feasible parameter $\theta$ to the observation space $Y := \mathbb{R}^{N_{\text{obs}}}$. The observations $y \in Y$ are given by $y = G(\theta) + \eta$, where $\eta \sim N(0, \Gamma)$ is non-degenerate Gaussian noise.

Let $\mu_0$ be a Gaussian measure on $(X, \mathcal{B}X)$ that is concentrated on $X'$, i.e. $\mu_0(X') = 1$. We assume that the parameter $\theta$ is distributed according to the prior measure $\mu_0$. The solution of the Bayesian inverse problem is the posterior measure $\mu^y := \mathbb{P}(\theta \in \cdot | G(\theta) + \eta = y)$.

It can be written in terms of a Radon-Nikodym derivative w.r.t. the prior measure $\mu_0$ as follows:

$$\frac{d\mu^y}{d\mu_0} = Z_y^{-1} \exp(-\Phi(\cdot; y)),$$

where $\Phi(\theta; y) := \frac{1}{2} \| \Gamma^{-1/2}(G(\theta) - y) \|^2_X$, and $Z_y := \int \exp(-\Phi(\theta; y)) d\mu_0$. The operator $\Phi$ is a so-called potential. If the potential satisfies certain conditions, then the associated Bayesian inverse problem is well-posed.

**Assumptions A.2 (Potential)** Consider a potential $\Phi^\dagger : X \times Y \to \mathbb{R}$ which satisfies the following conditions:

1. For every $\varepsilon, r > 0$ there is a constant $M(\varepsilon, r) \in \mathbb{R}$ such that

$$\Phi^\dagger(\theta; y) \geq M(\varepsilon, r) - \varepsilon \| \theta \|^2_X. \quad (\theta \in X, y \in Y, \text{ where } \| y \|_Y < r)$$

2. For every $r > 0$ there is a constant $K(r) > 0$ such that

$$\Phi^\dagger(\theta; y) \leq K(r). \quad (\theta \in X, y \in Y, \text{ where } \max\{\| \theta \|_X, \| y \|_Y \} < r)$$

3. For every $r > 0$ there is a constant $L(r) > 0$ such that

$$|\Phi^\dagger(\theta_1; y) - \Phi^\dagger(\theta_2; y)| < L(r) \| \theta_1 - \theta_2 \|_X. \quad (\theta_1, \theta_2 \in X, y \in Y, \text{ where } \max\{\| \theta_1 \|_X, \| \theta_2 \|_X, \| y \|_Y \} < r)$$

4. For every $\varepsilon, r > 0$ there is a constant $C(\varepsilon, r) \in \mathbb{R}$ such that

$$|\Phi^\dagger(\theta; y_1) - \Phi^\dagger(\theta; y_2)| \leq \exp(\varepsilon \| \theta \|^2_X + C(\varepsilon, r)) \| y_1 - y_2 \|_Y. \quad (\theta \in X, y_1, y_2 \in Y, \text{ where } \max\{\| y_1 \|_Y, \| y_2 \|_Y \} < r)$$
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Theorem A.3 Assume that the potential $\Phi$ satisfies Assumptions A.2. Then $\mu^y$ is a well-defined probability measure on $(X, \mathcal{B}X)$ for any $y \in Y$. Moreover, the function

$$(Y, \| \cdot \|_2) \ni y \mapsto \mu^y \in (\mathbb{P}(X, \mathcal{B}X, \mu_0), d_{\text{Hel}})$$

is locally Lipschitz-continuous. Hence, the Bayesian inverse problem is well-posed in this setting.

Proof. See Theorems 4.1 and 4.2 in [48]. □

B. Proofs of auxiliary results

Lemma B.1 Let $\nu \in (0, \infty]$, and let Assumption 4.5 hold. Then, there is a linearly separable operator

$$\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}}) : X \to X$$

consisting of $N_{\text{lin}} \in 2\mathbb{N}$ terms, such that asymptotically

$$\|\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}}) - C(\nu, \ell, \sigma)\|_X \leq O(1/(N_{\text{lin}}!); N_{\text{lin}} \to \infty).$$

(B.1)

Proof. Let $\nu \in (0, \infty) \setminus \mathbb{N}$. Consider the function

$$f(\nu) : [0, \infty) \to [0, \infty), \quad \zeta \mapsto \zeta^\nu \cdot K_\nu(\zeta).$$

It holds $f(\nu)(\sqrt{2\nu z}/\ell) = \text{const}(\nu, \sigma)c(\nu, \ell, \sigma)(z)$, where $\text{const}(\nu, \sigma) > 0$ is a constant that does not depend on the correlation length $\ell$. Moreover, we assume that we work in a bounded computational domain $D$, and that $\ell$ is bounded from below by a fixed positive constant $\ell > 0$ (see Assumption 4.5). Now, for $\nu \in (0, \infty) \setminus \mathbb{N}$ the function $f(\nu)$ can be written in terms of a series

$$f(\nu)(\zeta) = \frac{\pi \csc(\pi \nu)}{2} \sum_{k=0}^\infty \left( \frac{1}{2^{2k-\nu}\Gamma(k-\nu+1)k!} - \frac{\zeta^{2\nu}}{2^{2k+\nu}\Gamma(k+\nu+1)k!} \right) \zeta^{2k}.$$

If we truncate the series after the first $1 + N_{\text{lin}}/2$ terms we obtain the following function:

$$f(\nu,N_{\text{lin}})(\zeta) = \frac{\pi \csc(\pi \nu)}{2} \sum_{k=0}^M \left( \frac{1}{2^{2k-\nu}\Gamma(k-\nu+1)k!} - \frac{\zeta^{2\nu}}{2^{2k+\nu}\Gamma(k+\nu+1)k!} \right) \zeta^{2k}.$$

This (truncated) series expansion is associated with the integral operator $\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}})$ that is given by the kernel

$$c(\nu, \ell, \sigma, N_{\text{lin}})(z) := \frac{f(\nu,N_{\text{lin}})(\sqrt{2\nu z}/\ell)}{\text{const}(\nu, \sigma)}.$$  

(B.2)
Now, we bound the asymptotic truncation error, and assume w.l.o.g. that $N_{\text{lin}} > \nu$. Note that then $\Gamma(k - \nu + 1) > 1$. Moreover, $\zeta > 0$. Then,

\[
|f_{(\nu,N_{\text{lin}})}(\zeta) - f_\nu(\zeta)| \leq \frac{\pi|\csc(\pi \nu)|}{2} \sum_{k=N_{\text{lin}}+1}^{\infty} \left( \frac{1 - \zeta^{2\nu}}{2^{2k-\nu} \Gamma(k - \nu + 1) k!} \right) \zeta^{2k}
\]

\[
\leq \frac{\pi|\csc(\pi \nu)|}{2^{1-\nu}} (1 + \zeta^{2\nu}) \sum_{k=N_{\text{lin}}+1}^{\infty} \left( \frac{1}{\Gamma(k - \nu + 1) k!} \right) \left( \frac{\zeta}{2} \right)^{2k}
\]

\[
\leq \frac{\pi|\csc(\pi \nu)|}{2^{1-\nu}} (1 + \zeta^{2\nu}) \sum_{k=N_{\text{lin}}+1}^{\infty} \left( \frac{\zeta^{2\nu}}{2^{2k-\nu} \Gamma(k - \nu + 1) k!} \right) \left( \frac{\zeta}{2} \right)^{2k}
\]

using the triangular inequality. The infinite sum on the right-hand side can be bounded by the remainder term of a Taylor series approximation of the exponential function with $N_{\text{lin}}$ terms at $\zeta = 0$. Hence,

\[
|f_{(\nu,N_{\text{lin}})}(\zeta) - f_\nu(\zeta)| \leq \frac{\pi|\csc(\pi \nu)|}{2^{1-\nu}} (1 + \zeta^{2\nu}) \exp \left( \frac{\zeta^{2\nu}}{4} \right) \frac{\zeta^{2N_{\text{lin}}+2}}{(N_{\text{lin}} + 1)!}
\]

\[
\leq \frac{\pi|\csc(\pi \nu)|}{2^{1-\nu}} (1 + \zeta_{\max}^{2\nu}) \exp \left( \frac{\zeta_{\max}^{2\nu}}{4} \right) \frac{\zeta_{\max}^{2N_{\text{lin}}+2}}{(N_{\text{lin}} + 1)!} =: \text{const}'(N_{\text{lin}}),
\]

where $\zeta_{\max} = \frac{\text{diam}(D)}{\ell}$. Finally, let $\varphi \in X$. Then it holds

\[
\|\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}})\varphi - C(\nu, \ell, \sigma)\varphi\|^2_X
\]

\[
= \int_D \left( \int_D (\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}})(\text{dist}(x, y)) - c(\nu, \ell, \sigma)(\text{dist}(x, y)))\varphi(x)dx \right)^2 dy
\]

\[
\leq \int_D \left( \int_D (\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}})(\text{dist}(x, y)) - c(\nu, \ell, \sigma)(\text{dist}(x, y)))^2 dx \right) \cdot \left( \int_D \varphi(x)^2 dx \right) dy
\]

\[
\leq \text{Leb}(d)(D)^2 \cdot \text{const}'(N_{\text{lin}})^2 \cdot \|\varphi\|^2_X,
\]

by the Cauchy-Schwarz inequality. Taking the square root on both sides and dividing by $\|\varphi\|_X$ proves the error bound for the case $\nu \in (0, \infty) \setminus \mathbb{N}$. We now comment on the cases $\nu \in \mathbb{N}$ and $\nu = \infty$. Let $n \in \mathbb{N} \cup \{\infty\}$. The function $f_{(n)} := \lim_{\nu \uparrow n} f_\nu$ is analytic and its truncated power series can be used to construct a linearly separable operator analogously to the proof given above. \qed

**Lemma B.2** The operator $\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}})$ is self-adjoint, trace-class and continuous.

**Proof.** The integral operator $\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}})$ is self-adjoint since the associated kernel function is symmetric. The operator is trace-class since $D$ is a bounded domain, and $\int_D \tilde{C}(\nu, \ell, \sigma, N_{\text{lin}})(\text{dist}(x, x))dx = \tilde{C}(\nu, \ell, \sigma, N_{\text{lin}})(0) \cdot \text{Leb}(d)(D) < \infty$. The boundedness of $D$ also implies the continuity of the operator. \qed

**Lemma B.3** The Matérn-type covariance operator $C(\nu, \ell, \sigma)$ and the approximate operator $\tilde{C}_0(\nu, \ell, \sigma, N_{\text{lin}})$ in (4.4) satisfy

\[
\|\tilde{C}_0(\nu, \ell, \sigma, N_{\text{lin}}) - C(\nu, \ell, \sigma)\|_X \leq 2\|\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}}) - C(\nu, \ell, \sigma)\|_X.
\]
**Proof.** Let $(\tilde{\lambda}_i)_{i=1}^{\infty}$ denote the eigenvalues of the operator $\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}})$. Without loss of generality, we assume that the spectrum of $\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}})$ contains a negative eigenvalue. Since $\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}})$ is trace-class, it holds $|\tilde{\lambda}_i| \to 0$ for $i \to \infty$. Hence, there is an eigenpair $(\tilde{\lambda}_{\text{max}}, \tilde{\psi}_{\text{max}})$ which realises the maximum in the expression

$$\max_{i \in \mathbb{N}, \tilde{\lambda}_i < 0} |\tilde{\lambda}_i|.$$  \hspace{1cm} (B.3)

Thus,

$$\|\tilde{C}_0(\nu, \ell, \sigma, N_{\text{lin}}) - \tilde{C}(\nu, \ell, \sigma, N_{\text{lin}})\|_X = \| \sum_{i=1}^{\infty} \tilde{\lambda}_i \tilde{\psi}_i \otimes \tilde{\psi}_i \|_X = |\tilde{\lambda}_{\text{max}}|.$$

Moreover, since $C(\nu, \ell, \sigma)$ is positive definite, we have $\tilde{\psi}_{\text{max}}^* \tilde{C}(\nu, \ell, \sigma, N_{\text{lin}}) \tilde{\psi}_{\text{max}} \geq 0 > \tilde{\psi}_{\text{max}}^* C(\nu, \ell, \sigma) \tilde{\psi}_{\text{max}}$. Hence, we obtain

$$\|\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}}) - C(\nu, \ell, \sigma)\|_X \geq |\tilde{\psi}_{\text{max}}^* (\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}}) - C(\nu, \ell, \sigma)) \tilde{\psi}_{\text{max}}|$$

$$= \tilde{\psi}_{\text{max}}^* \tilde{C}(\nu, \ell, \sigma) \tilde{\psi}_{\text{max}} - \tilde{\psi}_{\text{max}}^* \tilde{C}(\nu, \ell, \sigma, N_{\text{lin}}) \tilde{\psi}_{\text{max}}$$

$$= \tilde{\psi}_{\text{max}}^* \tilde{C}(\nu, \ell, \sigma) \tilde{\psi}_{\text{max}} - \tilde{\lambda}_{\text{max}} \tilde{\psi}_{\text{max}}^* \tilde{\psi}_{\text{max}}$$

$$\geq |\tilde{\lambda}_{\text{max}}|.$$

This gives the bound

$$\|\tilde{C}_0(\nu, \ell, \sigma, N_{\text{lin}}) - \tilde{C}(\nu, \ell, \sigma, N_{\text{lin}})\|_X \leq \|\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}}) - C(\nu, \ell, \sigma)\|_X.$$

Finally, using the triangular inequality, we arrive at

$$\|\tilde{C}_0(\nu, \ell, \sigma, N_{\text{lin}}) - C(\nu, \ell, \sigma)\|_X$$

$$\leq \|\tilde{C}_0(\nu, \ell, \sigma, N_{\text{lin}}) - \tilde{C}(\nu, \ell, \sigma, N_{\text{lin}})\|_X + \|\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}}) - C(\nu, \ell, \sigma)\|_X$$

$$\leq 2\|\tilde{C}(\nu, \ell, \sigma, N_{\text{lin}}) - C(\nu, \ell, \sigma)\|_X.$$

\[\square\]
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