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Abstract

The generalized entropies of Rényi inspire new measures for estimating signal information and complexity in the time-frequency plane. When applied to a time-frequency representation from Cohen’s class or the affine class, the Rényi entropies conform closely to the notion of complexity that we use when visually inspecting time-frequency images. These measures possess several additional interesting and useful properties, such as accounting and cross-component and transformation invariances, that make them natural for time-frequency analysis. This paper comprises a detailed study of the properties and several potential applications of the Rényi entropies, with emphasis on the mathematical foundations for quadratic TFRs. In particular, for the Wigner distribution we establish that there exist signals for which the measures are not well defined.
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1 Introduction

The term component is ubiquitous in the signal processing literature. Intuitively, a component is a concentration of energy in some domain, but this notion is difficult to translate into a quantitative concept [1–3]. In fact, the concept of a signal component may never be clearly defined.

The use and abuse of this term is particularly severe in the literature on time-frequency analysis. Time-frequency representations (TFRs) generalize the concept of the time and frequency domains to a joint time-frequency function \( C_s(t, f) \) that indicates how the frequency content of a signal \( s \) changes over time [4, 5]. Common themes in the literature include the suppression of TFR cross-components, the concentration and resolution of auto-components, and the property that the time-varying spectral analysis of TFRs separates signal components such as parallel chirps that overlap in both time and frequency. Moreover, the quality of particular TFRs is very often judged based on subjective criteria related to the components of the signal being analyzed.

In this paper, rather than address the question “what is a component?” directly, we will investigate a class of quantitative measures of deterministic signal complexity and information content. While they do not yield direct answers regarding the locations and shapes of components, these measures are intimately related to the concept of a signal component, the connection being the intuitively reasonable supposition that signals of high complexity (and therefore high information content) must be constructed from large numbers of elementary components. Viable measures include moments and entropies of the signal represented in the time, frequency, or time-frequency domains.

Moment-based measures, such as the time-bandwidth product and its generalizations to second-order time-frequency moments [4–7] have found wide application, but unfortunately measure neither signal complexity nor information content [1, 2]. To demonstrate, consider a signal comprised of two components of compact support, and note that while the time-bandwidth product increases without bound with separation, signal complexity clearly does not increase once the components become disjoint.

A more promising approach to complexity based on entropy functionals exploits the analogy between signal energy densities and probability densities [1]. Just as the instantaneous and spectral amplitudes \( |s(t)|^2 \) and \( |S(f)|^2 \) behave as unidimensional densities of signal energy in time and frequency, TFRs try very hard to act as bidimensional energy densities in time-frequency. In particular, there exist TFRs whose marginal properties parallel those of probability densities:

\[
\int C_s(t, f) \, df = |s(t)|^2, \quad \int C_s(t, f) \, dt = |S(f)|^2, \quad (1)
\]

\[
\iint C_s(t, f) \, dt \, df = \int |s(t)|^2 \, dt =: |s|^2. \quad (2)
\]

The quadratic TFRs of the large and useful Cohen’s class can be obtained as the convolution [4, 5]

\[
C_s(t, f) := \iint W_s(u, v) \Phi(t - u, f - v) \, du \, dv := (W_s \ast \Phi)(t, f) \quad (3)
\]
of a kernel function $\Phi$ with the Wigner distribution $W_s$ of the signal

$$W_s(t, f) := \int s\left(t + \frac{\tau}{2}\right) s^*\left(t - \frac{\tau}{2}\right) e^{-j2\pi f \tau} d\tau.$$ (4)

The probabilistic analogy evoked by (1) and (2) suggests the classical Shannon entropy [8] (given here for unit-energy signals)

$$H(C_s) := -\int\int C_s(t, f) \log_2 C_s(t, f) dt df$$ (5)
as a natural candidate for estimating the complexity of a signal through its TFR: The peaky TFRs of signals comprised of small numbers of elementary components would yield small entropy values, while the diffuse TFRs of more complicated signals would yield large entropy values. Unfortunately, however, the negative values taken on by most TFRs (including all fixed-kernel Cohen’s class TFRs satisfying (1)) prohibit the application of the Shannon entropy due to the logarithm in (5).

In [1], Williams, Brown, and Hero sidestepped the negativity issue by employing the generalized entropies of Rényi [9] (again for unit-energy signals)

$$H_\alpha(C_s) = \frac{1}{1 - \alpha} \log_2 \int\int C_\alpha^*(t, f) dt df.$$ (6)

Parameterized by $\alpha > 0$, this class of information measures is obtained simply by relaxing the mean value property of the Shannon entropy from an arithmetic to an exponential mean. (Shannon entropy appears as $\alpha \to 1$.) In several empirical studies, Williams, Brown, and Hero found that in addition to appearing immune to the negative TFR values that invalidate the Shannon approach, the 3rd-order Rényi entropy seemed to measure signal complexity. Figure 1 repeats the principal experiment of [1]: The 3rd-order Rényi entropy $H_3(W_s)$ of the Wigner distribution of the sum $s(t) = g(t - a) + g(t + a)$ of two Gaussian pulses is plotted versus the separation distance $2a$. (At $a = 0$, the two pulses coincide and therefore, because of the assumed energy renormalization, have the same information content as a solitary pulse. The time-bandwidth product of $s$ is also plotted.

It is clear from the Figure that, unlike the time-bandwidth product, which grows without bound with $a$, the Rényi entropy saturates exactly one bit above the value $H_3(W_g) = \frac{1}{2} \log_2 \left(\frac{2}{\pi}\right) \approx -0.208$.^{1}

Similar results hold for $N$ separated copies of $g(t)$ ($\log_2 N$ bits information gain). To summarize, independent of the definition of signal component, the Rényi entropy indicates a “doubling of complexity” in $s$ as the separation $a$ moves from 0 to $\infty$.

This paper comprises a detailed study of the properties and some potential applications of the Rényi time-frequency information measures (6), with emphasis on the mathematical foundations for quadratic TFRs. In Section 2, after reviewing the development of these measures, we examine their existence and show that for each odd $\alpha \geq 3$ there exist signals for which (6) is not defined (due to $\int\int C_\alpha^*(t, f) dt df < 0$). This unprecedented result surprises, for it indicates that the Rényi formalism is not universally applicable to time-frequency analysis. Counterexample signals are easily constructed for large odd $\alpha$; however, our $\alpha = 3$ counterexamples are somewhat contrived. This

^{1}Readers should not be alarmed by negative Rényi entropy values. Even the Shannon entropy takes on negative values for certain distributions in the continuous-variable case.
is consistent with the ample numerical evidence [1, 6, 7, 10, 11] indicating that the 3rd-order entropy is defined for a broad class of signals and TFRs, including even those distributions taking locally negative values. When defined, these measures have some striking properties that we investigate in Section 3:

1. $H_{\alpha}(C_s)$ counts the “number of components” in a multicomponent signal.

2. For odd orders $\alpha > 1$, $H_{\alpha}(C_s)$ is asymptotically invariant to TFR cross-components and therefore does not count them.

3. $H_{\alpha}(C_s)$ exhibits extreme sensitivity to phase differences between closely spaced components. This sensitivity can be reduced through smoothing in time-frequency. We provide analytical results for the sum of two Gaussian signals.

4. The range of $H_{\alpha}(C_s)$ values is bounded from below. For the Wigner distribution, a single Gaussian pulse attains the lower bound.

5. The values of $H_{\alpha}(C_s)$ are invariant to time and frequency shifts of the signal. Certain TFRs provide an additional invariance to scale changes, while the Wigner distribution boasts complete invariance to symplectic transformations on the time-frequency plane. For more general invariances, the Rényi theory extends easily to encompass not only the TFRs of the affine class [12] but also the generalized representations of the unitarily equivalent Cohen’s and affine classes [13, 14].

In Section 4, we discuss the rôle of these measures in adaptive time-frequency analysis and introduce the notion of Rényi dimension. We close with a discussion and conclusions. Proofs of the various results are contained in a number of Appendices.
2 The Rényi Entropies

2.1 Rényi entropy of a probability density

In [9] Rényi introduced an alternative axiomatic derivation of entropy based on incomplete probability mass distributions $p = \{p_1, p_2, \ldots, p_n\}$ whose total probabilities sum to $w(p) := \sum_i p_i \leq 1$. He observed that the Shannon entropy $H(p) := \frac{-1}{w(p)} \sum_i p_i \log_2 p_i$ uniquely satisfies the axioms of symmetry, continuity, normalization, additivity, and, in addition, the mean value condition

$$H(p \cup q) = \frac{w(p)H(p) + w(q)H(q)}{w(p) + w(q)}.$$  \hspace{1cm} (7)

Here $p$ and $q$ are any two incomplete densities such that $w(p) + w(q) \leq 1$, and $p \cup q$ signifies the composite density $\{p_1, p_2, \ldots, p_n, q_1, q_2, \ldots, q_m\}$.

Extending the arithmetic mean in (7) to a generalized mean yields generalized entropies closely resembling Shannon’s. Considering the generalized mean value condition

$$H_R^R(p \cup q) = m^{-1} \left( \frac{w(p)m[H_R(p)] + w(q)m[H_R(q)]}{w(p) + w(q)} \right),$$  \hspace{1cm} (8)

with $m$ a continuous monotone function, Rényi demonstrated that just two types of functions $m$ are compatible with the other four axioms. The first, $m_1(x) = ax + b$, yields the arithmetic mean (7) and the Shannon entropy. The second,

$$m_2(x) = 2^{(\alpha-1)x}, \quad \alpha > 0, \quad \alpha \neq 1,$$  \hspace{1cm} (9)

yields the functional

$$H_R^\alpha(p) := \frac{1}{1-\alpha} \log_2 \left( \frac{\sum_i p_i^{\alpha}}{w(p)} \right),$$  \hspace{1cm} (10)

now known as the Rényi entropy of order $\alpha$. The Shannon entropy can be recovered as $\lim_{\alpha \to 1} H_R^\alpha = H$. Extension of $H_R^\alpha(p)$ to continuous-valued bivariate densities $P(x, y)$ is straightforward:

$$H_R^\alpha(P) := \frac{1}{1-\alpha} \log_2 \iint P^\alpha(x, y) dx dy \iint P(x, y) dx dy.$$  \hspace{1cm} (11)

We emphasize that since the passage from the Shannon entropy to the class of Rényi entropies involves only the relaxation of the mean value property from an arithmetic to an exponential mean, $H_R^\alpha$ behaves much like $H$ [9].

2.2 Rényi entropy of a time-frequency representation

The central theme of this paper is the application of entropy measures to TFRs to measure the complexity and information content of nonstationary signals indirectly via the time-frequency plane. Our primary TFR tools of choice lie in Cohen’s class [4, 5], which can be expressed as in (3) as the convolution between the Wigner distribution and a real-valued kernel $\Phi$. To avoid cumbersome machinations, we will restrict our attention to the Wigner distribution and all TFRs obtained from (3) with $\Phi \in L^1(\mathbb{R}^2)$. Since we will be interested in odd powers of TFRs (see (6)), we furthermore assume that that kernel is a real-valued function.
Fourier transform $\phi$ completely determine the properties of the corresponding TFR. For example, a fixed-kernel TFR possesses the energy preservation property (2) provided $\phi(0,0) = 1$ and the marginal properties (1) provided $\phi(\theta,0) = \phi(0,\tau) = 1 \forall \theta,\tau$. Besides the Wigner distribution, examples of Cohen's class TFRs include the spectrogram ($\phi = \text{ambiguity function of the time-reversed window function}$) and the smoothed pseudo-Wigner distributions ($\phi(\theta,\tau) = h_1(\theta) h_2(\tau)$) [4, 5]

The analogy between TFRs and bidimensional probability densities discussed in the Introduction breaks down at at least two key points. First, because of the freedom of choice of kernel function, the TFR of a given signal is nonunique, with many different distributions "explaining" the same data. Second, and more pertinent to the present discussion, most Cohen's class TFRs are nonpositive and, therefore, cannot be interpreted strictly as densities of signal energy.\footnote{While there do exist nonquadratic classes of positive TFRs that satisfy (2) and (1) [4], we will consider only quadratic TFRs in this paper.} These locally negative values will clearly play havoc with the logarithm in the Shannon entropy (5).

While the Rényi entropies (6) appear intriguing and encouraging for time-frequency application [1, 6, 7, 10, 11], it has remained an open question whether in general these measures can cope with the locally negative values of Cohen's class TFRs. In order for (6) to be defined for a signal $s$, we clearly need $C_s^\alpha(t,f)$ to be real and such that

$$\int \int C_s^\alpha(t,f) \, dt \, df > 0. \tag{12}$$

Noninteger orders $\alpha$ yield complex $C_s^\alpha(t,f)$ values and so appear of limited utility. Even integer orders $\alpha$ pose no such hazards, since the integral of the positive function $C_s^\alpha(t,f)$ remains positive.

Unfortunately, odd integer orders are not so robust: For each odd $\alpha \geq 3$, there exist signals in $L^2(\mathbb{R})$ and TFRs such that (12) fails, leaving (6) undefined. In Appendix A, we develop the following counterexamples for the Wigner distribution $W_s$:\footnote{Clearly these counterexamples invalidate the "proofs" of existence sketched in [6, 7].}

1. For sufficiently large odd $\alpha$, (12) fails for any smooth, rapidly decaying, odd signal.
2. For odd integers $\alpha \geq 5$, (12) fails for the 1st-order Hermite function.
3. For $\alpha = 3$, (12) fails for a particular linear combination of the 3rd and 9th-order Hermite functions (see Figure 2).

As noted in the Introduction, these surprising results suggest that we must proceed with caution when applying TFR-based Rényi entropies.
Figure 2: Example of a signal for which the 3rd-order Rényi entropy $H_3(W_s)$ of the Wigner distribution is not defined. (a) The signal consists of a special combination of two odd-order Hermite functions (see Appendix A.3). Its Wigner distribution (b) as an image and (c) in 3-d (note the large negative peak).

enough for (12) to hold. This indicates that the examples for which (12) fails for $\alpha = 3$ are rather exceptional.

Throughout the balance of this paper, we will assume that all signals under consideration are such that the formula (6) is well-defined.

We close this section with some important notes on normalization. In their experiments, Williams, Brown, and Hero actually employed not $H_\alpha^R$ from (11), but a pre-normalized version equivalent to normalizing the signal energy before raising the TFR to the $\alpha$ power:

$$H_\alpha(C_s) := \frac{1}{1-\alpha} \log_2 \iint \left( \frac{C_s(t, f)}{\int C_s(u, v) du dv} \right)^\alpha dt df.$$  \hfill (13)

The two measures are related by

$$H_\alpha^R(C_s) = H_\alpha(C_s) - \log_2 |s|_2^2,$$  \hfill (14)

and thus $H_\alpha^R(C_s)$ varies with the signal energy. Since an information measure should be invariant to the energy of the signal being analyzed, we will adhere strictly to the definition (13) for the duration of this paper. Discretization of this measure (by setting $t = n\delta_t, f = k\delta_f$ with $n, k \in \mathbb{Z}$) for use with computer generated, discrete TFRs yields

$$H_\alpha(C_s[n, k]) := \frac{1}{1-\alpha} \log_2 \sum_n \sum_k \left( \frac{C_s[n, k]}{\sum_{n'} \sum_{k'} C_s[n', k']} \right)^\alpha + \log_2 \delta_t \delta_f.$$  \hfill (15)

The frequency step constant is computed as $\delta_f = \frac{F}{K}$, given $K$ uniform frequency samples spanning the frequency range of $F$ Hz/sample. For both continuous and discrete TFRs, operation in $(t, \omega)$ coordinates, with radial frequency $\omega = 2\pi f$ rad/s, introduces an offset: $H_\alpha(C_s(t, \omega)) = H_\alpha(C_s(t, f)) + \log_2 2\pi$. Sang and Williams explore an alternative magnitude normalization of the Rényi entropy in [11].
3 Properties of the Rényi Time-Frequency Information Measure

We now conduct a detailed analysis of the properties of the Rényi entropy (when it exists) that make it a fascinating and useful tool for studying the information content of time-varying deterministic signals.

3.1 Component counting and cross-component invariance

If TFRs were “quasi-linear” — such that each signal component contributed essentially separately to the overall time-frequency representation with no intervening cross-components — then the analogy between TFRs and probability density functions would predict an additive or counting behavior from the Rényi entropy.

To gain more intuition into this most fundamental property of $H_\alpha$, imagine applying this measure first to a compactly supported signal $s$ using an ideal, quasi-linear TFR $I_s(t, f)$. Denote the length of the supporting interval $J_b$ of $s$ by $b$ and assume that $I_s(t, f) = 0$ for all $t \notin J_b$ and for all $f$.

Form the two-component signal $s + T_s$, where $(T_s)(t) := s(t - \Delta t)$ represents translation by time $\Delta t$. Assuming that $\Delta t > b$, the distribution is given by

$$I_{s+T_s}(t, f) = I_s(t, f) + I_s(t - \Delta t, f).$$

(16)

Since $I_s(t, f)$ is compactly supported in the time direction, we can appeal to the analogy between the right hand side of (16) and the composite probability distribution $p \cup q$ in (8) to compute $H_\alpha(I_{s+T_s})$. In particular, substituting (14) into (8) with $m(x) = 2^{(\alpha-1)x}$ and employing the facts $H_\alpha(I_{T_s}) = H_\alpha(I_s)$ and $|s + T_s|^2 = 2|s|^2$, some simple algebra yields

$$H_\alpha(I_{s+T_s}) = H_\alpha(I_s) + 1.$$

(17)

In words, the two-component signal $s + T_s$ contains exactly one bit more information than the one-component signal $s$. The saturation levels of the entropy curve in Figure 1 display precisely this behavior.

While this simple analysis provides considerable insight into the counting behavior of $H_\alpha$, it does not take into account the nonideal, nonlinear behavior of the quadratic TFRs of Cohen’s class. In particular, we have ignored the presence of cross-components in these distributions [4, 5], which violate the linearity assumption underlying (16). We will broaden our analysis to encompass actual TFRs in two stages.

First, consider the Wigner distribution (4) of the compactly supported, two-component signal $s + T_s$:

$$W_{s+T_s}(t, f) = W_s(t, f) + X_{s,T_s}(t, f) + W_{T_s}(t, f).$$

(18)

The term $X_{s,T_s}(t, f)$, called the cross-component between $s$ and $T_s$, is derived from the cross-Wigner distribution [4, 5]

$$X_{s,T_s}(t, f) := 2\text{Re}W_{s,T_s}(t, f),$$

(19)

Note that the post-normalized entropy $H_{\alpha}^n$ from (11) exhibits the invariance $H_{\alpha}^n(I_{s+T_s}) = H_{\alpha}^n(I_s)$, since the energies of $s$ and $s + T_s$ differ by a factor of two.
with the cross-Wigner distribution between signals $r$ and $s$ defined by

$$W_{r,s}(t,f) := \int r\left(t + \frac{\tau}{2}\right)s^*\left(t - \frac{\tau}{2}\right)e^{-j2\pi\tau f}d\tau. \quad (20)$$

In general, the Rényi entropy

$$H_\alpha(W_{s+Ts}) = \frac{1}{1-\alpha} \log_2 \frac{1}{\|s+Ts\|_2^{2\alpha}} \int \left\| W_s(t,f) + X_{s,Ts}(t,f) + W_{Ts}(t,f) \right\|^\alpha dt df \quad (21)$$

involves a complicated polynomial in $W_s$, $X_{s,Ts}$, and $W_{Ts}$. However, due to the compact support of $s$ and thus $W_s$ [4, 5], for separations $\Delta t > 2b$, these terms lie disjoint in the time-frequency plane, and a tremendous simplification results:

$$H_\alpha(W_{s+Ts}) = \frac{1}{1-\alpha} \log_2 \frac{1}{\|s\|^2} \int \left[ W_s^\alpha(t,f) + X_{s,Ts}^\alpha(t,f) + W_{Ts}^\alpha(t,f) \right] dt df = \frac{1}{1-\alpha} \log_2 \frac{1}{\|s\|^2} \left\| W_s(t,f) + X_{s,Ts}(t,f) + W_{Ts}(t,f) \right\|^{\alpha} dt df = H_\alpha(W_s) + 1,$$

provided

$$\int \int X_{s,Ts}^\alpha(t,f) dt df = 0. \quad (22)$$

While this is obviously not the case for $\alpha$ even, the oscillatory structure of $X_{s,Ts}$ [4, 5] cancels under integration with odd powers for $\Delta t$ sufficiently large. We prove the following in Appendix B.1 as a special case of Theorem 2.

**Proposition 1** Fix odd $\alpha \geq 3$ and let $s \in L^2(\mathbb{R})$ be a signal of compact support such that $W_s$ and $W_{s+Ts}$ obey (12). Denoting the length of the supporting interval by $b$, set $\Delta t > \frac{1}{2}(\alpha + 1)b$. Then (22) holds and thus $H_\alpha(W_{s+Ts}) = H_\alpha(W_s) + 1$.

The linear growth of the separation condition $\Delta t > \frac{1}{2}(\alpha + 1)b$ recommends the first of the odd integers $\alpha \geq 3$, namely $\alpha = 3$, as the best order for information analysis with the Wigner distribution. Problems with (12) and numerical considerations (stability in the face of quantization errors) also justify small $\alpha$ values. Using the symplectic transformation properties of the Wigner distribution (see Appendix C.1 and [5, 15]), Proposition 1 can be easily extended from signals of compact time support to signals whose Wigner distributions are supported on a strip of arbitrary orientation in the time-frequency plane.

We can extend these counting results to include most Cohen’s class TFRs and finite energy signals. For noncompactly supported signals, the auto- and cross-components in the Cohen’s class analog to (21) will always overlap to some degree, so we should expect only asymptotic expressions. Define the time-frequency displacement operator

$$(D_s)(t) := e^{j2\pi t\Delta f} s(t - \Delta t) \quad (23)$$

that translates signals by the distance $|D| := \sqrt{(\Delta t)^2 + (\Delta f)^2}$ in the time-frequency plane. The following is the key result of this section [6, 7].
Theorem 2 (Component counting) Let $C_s(t, f)$ be either the Wigner distribution or a Cohen's class TFR defined as in (3) with $\Phi \in L^1(\mathbb{R}^2)$. Then, for any $s \in L^2(\mathbb{R})$ and odd $\alpha \geq 3$ such that $C_s$ and $C_{s+D_s}$ obey (12), we have
\[
\lim_{|D| \to \infty} H_\alpha(C_{s+D_s}) = H_\alpha(C_s) + 1. \tag{24}
\]

Theorem 2 implies also that the “information” in the cross-components of $C_{s+D_s}$ must decay to zero asymptotically.

Corollary 3 (Asymptotic cross-component invariance) Let $C_s(t, f)$ be either the Wigner distribution or a Cohen's class TFR defined as in (3) with $\Phi \in L^1(\mathbb{R}^2)$. Then, for any $s \in L^2(\mathbb{R})$ and odd $\alpha \geq 3$ such that $C_s$ and $C_{s+D_s}$ obey (12), we have
\[
\lim_{|D| \to \infty} \iint \left[ C_{s+D_s}^\alpha(t, f) - C_s^\alpha(t, f) - C_{D_s}^\alpha(t, f) \right] dt df = 0. \tag{25}
\]

Proposition 1 extends to $N$ components and $\log_2 N$ bits of information gain, provided that the auto- and cross-components become sufficiently disjoint in the time-frequency plane. The counting property does not hold generally when the signal cross-components overlap with the auto-components or other cross-components, however. Examples of such signals include $s(t - b) + s(t) + s(t + b)$, where the cross-component $W_{s(t-b),s(t+b)}$ lies upon the auto-component $W_{s(t)}$ and $s(t - 2b) + s(t - b) + s(t + b) + s(t + 2b)$ where the cross-component $W_{s(t-2b),s(t+2b)}$ coincides with the cross-component $W_{s(t-b),s(t+b)}$. These examples show that large inter-component spacing ($b \to \infty$) is not enough for correct component counting. Of course, the spacing in these examples is contrived (too “regular”); with signals of fixed supports and random spacings that tend to infinity, chances are much better that the component counting property will hold true.

### 3.2 Phase and amplitude sensitivity

The results of the experiment illustrated in Figure 1 and analyzed in the previous section are very appealing, but are also incomplete, because we introduced no amplitude or phase differences between the two signal components. For instance, set $s + kD_s$, with $k$ a real scaling factor. Then, an analysis similar to that of Section 3.1 yields [16]
\[
\lim_{|D| \to \infty} H_\alpha(C_{s+kD_s}) = H_\alpha(C_s) + H_\alpha^R(p_k), \tag{26}
\]
with $p_k = \left\{ \frac{1}{1+k^2}, \frac{k^2}{1+k^2} \right\}$ and $H_\alpha^R$ the discrete Rényi entropy of (10). $H_\alpha^R(p_k)$ is a continuous function of $k$ bounded by 0 and 1 and maximized at $k = 1$. Thus, amplitude discrepancies alter the asymptotic saturation levels of the Rényi entropy. We will see that phase offsets induce strong oscillations between the saturation levels.
To shed further light on this matter, we derive an analytic expansion for the 3rd-order entropy of the Wigner distribution of the sum of two Gaussian pulses

\[ s = w g_1(a, b) + z g_2(c, d), \]  

(27)

with \( g_\gamma(v, \xi) \) the Gaussian

\[ g_\gamma(v, \xi)(t) := (2\gamma)^{1/4} e^{-\pi \gamma (t-v)^2 + j2\pi \xi t} \]  

(28)

and \( \gamma > 0, a, b, c, d, t \in \mathbb{R}, z, w \in \mathbb{C} \setminus \{0\}, -\pi < \xi \leq \pi. \) We consider

\[ H_3(W_s) = -\frac{1}{2} \log_2 Q_\gamma(a, b, w; c, d, z) \]  

(29)

with

\[ Q_\gamma(a, b, w; c, d, z) := \frac{\int \int W_3^3(t, f) \, dt \, df}{(\int \int W_3(t, f) \, dt \, df)^3}. \]  

(30)

Using symplectic transformations, we show in Appendix C.1 that the complete \( Q_\gamma(a, b, w; c, d, z) \) can be computed from the values of

\[ Q(x, y, v) := Q_1(a, 0, 1; -a, 0, re^{j\varphi}), \]  

(31)

with

\[ x := e^{-\frac{2\pi a^2}{3}} \in (0, 1], \quad y := \cos \varphi \in [-1, 1], \quad v := \cosh(\log r) \geq 1 \]  

(32)

related to the time displacement, phase change, and amplitude disparity between the two components, respectively. In Appendix C.2 we derive the following.

**Proposition 4** For the signal (27) and with \( H_3(W_s) \) and \( Q(x, y, v) \) defined as in (29), (31), and (32), we have

\[ H_3(W_s) = -\frac{1}{2} \log_2 \left[ \frac{4}{3} - \left(1 - x^2\right)^3 \frac{1}{3} \right]. \]  

(33)

This expression is very convenient for studying the effects of component time, phase, and amplitude differences on the 3rd-order Wigner entropy. For example, in Appendix C.3 we find the bounds

\[ \frac{1}{2} \log_2 3 - 1 \leq H_3(W_s) \leq \frac{1}{2} \log_2 27 - 1. \]  

(34)

From (33), we can compute the effect of component amplitude disparity \( v \) on \( H_3(W_s) \) by fixing \( y \) and varying the separation distance via \( x \). For the asymptotic saturation level, we have

\[ \lim_{x \to \infty} H_3(W_s) \longrightarrow -\frac{1}{2} \log_2 \left( \frac{4}{3} - \frac{1}{v^2} \right), \quad v \geq 1. \]  

(35)
Figure 3: The 3rd-order Rényi entropy $H_3(W_s)$ of the Wigner distribution of the two-component Gaussian signal (27) plotted versus displacement parameter $a$ and phase $\varphi$ (in rads). We use (33) with $\nu = 1$. Comparison with Figure 1 (which coincides with the $\varphi = 0$ slice of the surface) illustrates the sensitivity of $H_3(W_s)$ to relative phase. (The asymptotic levels here are the same as those in Figure 1; the (overestimation) peak value is $\frac{1}{2}\log_2(27) - 1 \approx 1.377$ bits.)

The obvious conclusion that equal amplitudes ($\nu = 1$) maximize the complexity of signals composed of multiple identical components appears quite reasonable, for smaller components are dominated by larger ones and therefore carry less information.

In the region between saturation levels (where the TFR components overlap and the assumptions of Section 3.1 fail to hold), the relative phase between components controls the value of the Rényi entropy. Figure 3 extends the experiment of Figure 1 by plotting the $H_3(W_s)$ surface as a function of both inter-component displacement $a$ and phase $\varphi$. It is apparent from the curves that while phase changes do not affect the saturation levels of the information measure, they allow many possible trajectories between the two levels, including even trajectories where an “overestimation” (noted numerically in [1] and confirmed in (34)) of information content occurs. Furthermore, if the phase of each component is fixed relative to the center of its envelope (so that the components do not change shape as they are shifted about), then the corresponding $H_3(W_s)$ versus $a$ curve will be a slice of the $H_3(W_s)$ surface along an oblique trajectory in the $(a, \varphi)$ plane. Curves of this form can be multimodal.

The phase sensitivity of the $H_3(W_s)$ measure for closely spaced components is quite reasonable, given the sensitivity of the signals themselves to relative phase. For example, Figure 4 shows the composite signals and their respective Wigner distributions for a fixed offset $a$ and relative phases $\varphi = \frac{\pi}{2}$ and $\varphi = \frac{3\pi}{2}$. The difference in appearance is striking; clearly the components in the signal in (b) are more separated than those in (a). Accordingly, the $H_3(W_s)$ entropies for the two signals differ widely: from 2.741 to 3.857 bits, respectively.

Since the interference pattern generated by cross-components encodes inter-component phase information, signals with low information content (“almost mono-component signals”) must exhibit mainly constructive interference in the sense of [5]. Relative phase fades from importance after all
components become disjoint.

3.3 Effects of smoothing

TFRs based on lowpass kernels lead to more robust Rényi information estimates, since smoothing suppresses the Wigner cross-components that carry the inter-component phase information.

In Appendix C.4, we calculate $H_3(C_s)$ for the two-component Gaussian signal ($s$ from (27) with $w = z = \gamma = 1$), with $C_s$ the Wigner distribution smoothed by the Gaussian kernel

$$\Phi_\rho(t, f) = 2\rho^{-2} e^{-2\pi\rho^2(t^2 + f^2)}.$$  \hfill (36)

The choice $\rho = 1$ results in the matched-window spectrogram as in Figure 5, and we obtain from (168)

$$H_3(C_s) = -\frac{1}{2} \log_2 \left[ \frac{1}{3} - \frac{(1-x^2)^2}{4(1+x^2y)^3} \left( 2x^2 + 1 + (x^2 + 2)x^3y \right) \right],$$  \hfill (37)

with $x$ and $y$ as in (23). For general $\rho \in (0, 1)$, the upper saturation level ($x = 0$) is given by

$$\lim_{x \to 0} H_3(C_s) = \frac{1}{2} \log_2 3 + \log_2(1 + \rho^2)$$  \hfill (38)

To illustrate, we repeat in Figure 5 the experiment of Figure 3 using a matched-window spectrogram\(^6\) TFR rather than the Wigner distribution. While the spectrogram information estimate remains somewhat phase sensitive, it climbs more swiftly to the saturation level and with a reduced overshoot compared to the Wigner distribution estimate. In general, the ascent to saturation accelerates with increasing order $\alpha$ once the cross-components are smoothed to the same peak level as the auto-components. (The opposite holds for the Wigner distribution, because Wigner cross-components can tower over Wigner auto-components by up to a factor of two.)

\(^6\)A spectrogram computed using the time-reversed signal as the window.
The price paid for the more robust information estimates derived from smoothed TFRs is a signal-dependent bias of entropy levels compared to those derived from the Wigner distribution, with the amount of bias increasing with the amount of smoothing. This bias is difficult to quantify, since the convolution in (3) and the power and integral in (6) do not permute in any simple fashion. In the special case of the matched-window spectrogram applied to a sum of Gaussian signal components, a direct computation finds a one-bit bias in asymptotic information compared to that estimated using the Wigner distribution (compare Figure 1 with Figure 5). Despite the introduction of systematic bias, smoothing is essential when measuring entropies for complicated multicomponent signals with overlapping auto- and cross-components.

Although it may be intuitively clear that smoothing attenuates the Wigner distribution’s negative values, it is by no means an easy matter to get pertinent results on the existence of $H_\alpha(C_s)$ for odd $\alpha$. Even for the case of Hermite functions $h_n$ (as considered in Appendix A) and Gaussian smoothing (see (36)) this is a hard problem. It can be shown that the well-definedness of $H_3(W_{h_n} * \Phi_\rho)$ for all $n = 0, 1, \ldots$ and all $0 \leq \rho \leq 1$ requires a Debbi-Gillis type result [17] in which the $\frac{3}{2}$ in the exponential of (67) is replaced by $p = \frac{3}{2}(1 - \rho^2)$. We can summarize our (partial) results on Hermite function signals as follows:

$\rho \geq 1$: In this case, $(W_{h_n} * \Phi_\rho)(t, f) > 0$ [18] and existence of $H_3$ is not an issue.

$\frac{1}{3}\sqrt{3} < \rho < 1$: It was kindly observed to us by Prof. R. Askey that a Debbi-Gillis result is easily established for $0 < p < 1$, which implies that $H_3(W_{h_n} * \Phi_\rho)$ is well-defined for this range of smoothing.

$0 < \rho \leq \frac{1}{3}\sqrt{3}$: We have been unable to prove results for the case $1 \leq p < \frac{3}{2}$.

$\rho = 0$: This is the Debbi-Gillis result [17] that shows that $H_3(W_{h_n})$ is well-defined.
3.4 Lower bound on signal information content

Simple to derive from Lieb’s inequality [19] (see Appendix D 1), a lower bound on the Rényi entropy corresponds to the “peakiest” Cohen’s class TFR.

**Theorem 5 (Lower bound on information content for Cohen’s class)** For any Cohen’s class TFR \( C_s(t,f) \) having \( \Phi \in L^1(\mathbb{R}^2) \), any \( \alpha \geq 1 \), and any \( s \in L^2(\mathbb{R}) \)

\[
H_\alpha(C_s) \geq \frac{\log_2 \alpha}{\alpha - 1} - 1 - \frac{\alpha}{\alpha - 1} \log_2 \|\Phi\|_1.
\] (39)

In particular, for the Wigner distribution,

\[
H_\alpha(W_s) \geq \frac{\log_2 \alpha}{\alpha - 1} - 1,
\] (40)

with equality if and only if \( s \) is a Gaussian.

Compare the lower saturation level in Figure 1 with the theoretical bound \( H_\alpha(W_g) = \frac{1}{2} \log_2 (\frac{2}{\pi}) \approx -0.208 \) for the Gaussian. Of course, this value also coincides with the lower bound (34).

Theorem 5 can be interpreted as an alternative version of the well-known time-frequency uncertainty principle [4, 5, 20] that takes the entire time-frequency plane into account rather than just the marginal distributions \( |s(t)|^2 \) and \( |S(f)|^2 \). It is also an alternative to the inequality of Hirschman that relates the classical principle to the Shannon entropy of the marginals, as [21]

\[
H_1(|s|^2) + H_1(|S|^2) \geq \log_2 e - 1
\] (41)

with equality if and only if \( s \) is Gaussian. Note that Theorem 5 marks the third breakdown of the analogy between probability density functions and TFRs (the first two being nonpositivity and nonuniqueness), since the Dirac delta function probability density minimizes the Rényi entropies of all orders.

3.5 Information invariant signal transformations and the affine class

An information invariant signal transformation \( \mathcal{M} \) leaves the Rényi entropy measure unchanged, with \( H_\alpha(C_{\mathcal{M}s}) = H_\alpha(C_s) \) [1]. Distributions information invariant to such a transformation \( \mathcal{M} \), provided it displaces the center of gravity of the signal in time-frequency, admit a useful generalization of Theorem 2 to \( \lim_{|\mathcal{M}| \to \infty} H_\alpha(C_{\mathcal{M}s} + M_s) = H_\alpha(C_s) + 1 \).

The transformations leaving the Rényi entropy invariant correspond to those that do not change the value of the integral in (13). For Cohen’s class TFRs, the invariance properties of three nested kernel classes are simple to quantify. All fixed-kernel TFRs are information invariant to time and frequency shifts. Product-kernel TFRs, having kernels of the form \( \Phi(t,f) = h(t,f) \) with \( h \) a 1-d function, are in addition invariant to scale changes of the form \( s(t) \mapsto |k|^{-1/2} s(t/k) \). The Wigner distribution is the lone fixed-kernel TFR fully information invariant to time and frequency shifts, scale changes, and the modulation and convolution by linear chirp functions that realize shears in
the time-frequency plane (the symplectic transformations of (125)-(126)). It is not coincidental that these same five operations leave invariant the form of the (minimum information) Gaussian signal [15].

The affine class provides additional TFRs information invariant to time shifts and scale changes [5,12,22]. Affine class TFRs are obtained from the affine smoothing

\[ \Omega_s(t,f) := \iint W_s(u,v) \Pi(f(t-u),v/f) \, du \, dv =: (W_s \circ \Pi)(t,f) \]  

of the Wigner distribution of the signal with a kernel function \( \Pi \).\(^7\) Since given proper normalization of the kernel we have \( \iint \Omega_s(t,f) \, dt \, df = |s|^2 \), the Rényi entropy of an affine class TFR can be defined exactly as in (13) (of course with the requirement (12)). The resulting time-scale information measure \( H_\alpha(\Omega_s) \) shares all of the properties discussed above in the context of Cohen’s class (counting, cross-component invariance, amplitude and phase sensitivity, bounds, etc.), except with time and frequency shifts replaced by time shifts and scale changes. In particular, we have the following.

**Theorem 6 (Lower bound on information content for the affine class)** Let \( \Omega_s(t,f) \) be an affine class TFR with kernel such that \( \Pi \in L^1(\mathbb{R}^2) \) and \( \frac{1}{f} \Pi(t,f) \in L^1(\mathbb{R}^2) \). Then for all integers \( \alpha \geq 1 \) and for all \( s \in L^2(\mathbb{R}) \)

\[ H_\alpha(\Omega_s) \geq \frac{\log_2 \alpha}{\alpha - 1} - 1 - \frac{\alpha}{\alpha - 1} \log_2 \left\| \frac{1}{f} \Pi(t,f) \right\|_1 . \]  

For the proof, see Appendix D.2. The condition \( \frac{1}{f} \Pi(t,f) \in L^1(\mathbb{R}^2) \) implies \( \Pi(t,0) = 0 \ \forall \ t \) for continuous kernels and ensures that the affine smoothing (42) is defined. Since the kernel generating the scalogram (the squared magnitude of the continuous wavelet transform) corresponds to the Wigner distribution \( W_\psi \) of the wavelet function \( \psi \), this condition also generalizes the now classical “wavelet admissibility condition” [5]; in particular, we have

\[ \iint \left| \frac{1}{f} \Pi(t,f) \right| \, dt \, df = \iint \left| \frac{1}{f} W_\psi(t,f) \right| \, dt \, df \geq \iint W_\psi(t,f) \, dt \, df \right| f \right| = \int |\Psi(f)|^2 \, df \right| f \right| \]  

For information invariances different from time and frequency shifts, scale changes, and chirp modulations and convolutions, we must look beyond Cohen’s class and the affine class. Fortunately, all the above results extend easily to the recently developed unitarily equivalent Cohen’s and affine classes [13, 14]. The TFRs in these new classes are information invariant to generalized time-frequency shifts and scale changes.

\(^7\)In order to emphasize the similarity of (42) to (3), we have reparameterized the original time-scale formulation of (42) from [12] in terms of time-frequency coordinates by setting scale \( a = f_0/f \), with \( f_0 = 1 \) Hz.
4 Selected Applications

The foregoing properties of the Rényi entropies (when it is defined) make these new information and complexity measures particularly appropriate for time-frequency analysis. In this section, we briefly discuss two areas of past and potential application.

4.1 Information-based performance measures

The Rényi entropies make excellent measures of the information extraction performance of TFRs. By the analogy to probability density functions, minimizing the complexity or information in a particular TFR is equivalent to maximizing its concentration, peakiness, and, therefore, resolution [23]. Optimization of a TFR (through its kernel) with respect to an information measure yields a high performance "information optimal" TFR that changes its form to best match the signal at hand [11, 24].

Many of the optimal-kernel TFRs in the literature have been based either implicitly or explicitly on information measures. As noted by Williams and Sang [11, 24], the performance index common to the 1/0 [25], radially Gaussian [26], and adaptive optimal kernel [27] optimization formulations can be rewritten using Parseval’s theorem as

\[
\int \int |(W_s * \Phi)(t, f)|^2 \, dt \, df = 2^{H_2(W_s * \Phi)}. \tag{45}
\]

Since the second-order Rényi entropy squares the TFR, it remains sensitive to cross-components and hence can be considered as a measure of their information content [1]. Thus, maximizing (45) over a class of lowpass smoothing kernels \( \Phi \) simultaneously minimizes the information in the cross-components of the optimal-kernel TFR. Maximizing the \( |C_s|_4^4 / |C_s|_2^2 \) concentration ratio of [28, 29] can also be viewed in information theoretic terms, since this is equivalent to minimizing the differential entropy \( 3H_4(C_s) - 2H_2(C_s) \).

Differential performance measures formed with odd and even order entropies also prove interesting [24]. For example, the differential measure

\[
H_3(C_s) - \beta H_2(C_s), \quad 0 \leq \beta \leq 1 \tag{46}
\]

exploits the fact that odd and even order entropies decouple to some degree the information content in the auto- and cross-components in a TFR. Minimizing this measure balances (i) maximizing the information in the auto-components (by keeping them peaky through less smoothing) with (ii) minimizing the information in the cross-components (by flattening them through more smoothing). For positive TFRs, the special choice \( \beta = \frac{3}{4} \), minimizing (46) is equivalent to maximizing the concentration ratio \( |C_s|_3^3 / |C_s|_2^2 \), making it an interesting alternative to the \( |C_s|_1^4 / |C_s|_2^2 \) measure used in [28, 29].

Figure 6 explores the effect of time-frequency smoothing on (46) as a function of the parameter \( \beta \). Forming a signal \( s \) from two well-separated Gaussian pulses, we smooth the Wigner distribution of \( s \) with a Gaussian kernel (36) of increasing volume \( \rho \) to generate a series of smoothed TFRs
Figure 6: The effect of time-frequency smoothing on (46) as a function of the parameter $\beta$. For a signal consisting of two well-separated Gaussian pulses ($\alpha > 2$ in (32)), we form the TFR $C_s = W_s \ast \Phi_\rho$, with $\Phi_\rho$ from (36). The parameter $\rho$ controls the degree of time-frequency smoothing: $\rho = 0$ generates the Wigner distribution; $\rho = 1$ generates the matched-window spectrogram. We plot $H_3(C_s) - \beta H_2(C_s)$ versus the smoothing parameter $\rho$ for the eleven values $\beta = 0, 0.1, \ldots, 1$. (The upper curve corresponds to $\beta = 0$, while the lower curve corresponds to $\beta = 1$.) The minimum point of each curve, marked by a circle, corresponds to an “information optimal TFR.” Data obtained by numerical simulation; the results from the analytical approximation (47) are identical.

In the Figure, the smoothing parameter $\rho$ corresponds to the normalized degree of smoothing, with $\rho = 0$ leaving the Wigner distribution untouched and $\rho = 1$ generating the matched-window spectrogram. We plot $H_3(C_s) - \beta H_2(C_s)$ versus the smoothing parameter for several values of $\beta$ ranging between 0 and 1. From the Figure, it is clear that $\beta$ controls the tradeoff between measuring auto-component concentration and measuring cross-component suppression: Small $\beta$ favors auto-component concentration, and (46) is minimized by very little smoothing — no smoothing at all for the extreme $\beta = 0$ case. On the other hand, large $\beta$ favors cross-component suppression, and (46) is minimized only after considerable smoothing.

In Appendix C.4, we compute $H_3(C_s)$ and $H_2(C_s)$ for this case analytically. Some additional approximations valid for large component separation $a$ lead us to the simple formula

$$H_3(C_s) - \beta H_2(C_s) \approx -0.208 + (1 - \beta) \log_2[2(1 + \rho^2)] + \beta \log_2\left[1 + e^{-4\pi^2\rho^2(1 + \rho^2)^{-1}}\right]. \quad (47)$$

The second term on the right side increases gently in $\rho \in [0,1]$, while the third term decreases sharply in $\rho^2$ and is flat for larger values of $\rho^2$ (but still decreasing). Among other things, it follows that the minimum of (47) decreases when $\beta$ increases and that the minimum point $\rho_{\min}(\beta)$ shifts very slowly towards 1 as $\beta$ approaches 1. For $\beta$ extremely close to 1, we have that (47) decreases in $\rho$, whence $\rho_{\min}(\beta) = 1$ for these $\beta$. More complicated signals will exhibit local minima.
4.2 Rényi dimensions

Based on the counting property of the Rényi entropy (Section 3.1), we can define a Rényi dimension $D_\alpha(C_s)$ of a signal $s$ in terms of its TFR $C_s$ and a basic building block function $b$ [6, 7]

$$D_\alpha(C_s) := 2^{H_\alpha(C_s)} - H_\alpha(C_s).$$

(48)

This dimension attempts to indicate — relative to a highly overcomplete set of building blocks obtained from $b$ by all possible translations and modulations — the number of blocks required to “cover” the TFR of $s$. For the Wigner TFR, a Gaussian is the natural choice for the building block function, since it has minimum intrinsic information (in the sense of Theorem 5) and leads to an always positive dimension. A similar dimension can be defined for affine class TFRs.

By permitting redundant time-frequency building blocks, the Rényi time-frequency dimension generalizes the concepts of the number of “independent degrees of freedom” and number of “independent coherent states” that have proved useful in signal analysis and quantum physics [30, p. 23]. Desirable invariance properties result from this redundancy: Cohen’s class Rényi dimension estimates remain invariant under time and frequency shifts in the signal, while affine class estimates remain invariant under time and scale changes. Alternative dimensions that measure signal complexity with respect to an orthonormal basis of (wavelet or Gabor) functions (see [31], for example) cannot share these invariances without carrying out an optimization over all “nice” bases [2].

For the simplest signals, composed of disjoint, equal-amplitude copies of one basic function, the Rényi dimension simply counts the number of components. As the relative amplitudes of these components change, however, the dimension estimate will also change, as some components begin to dominate others.

5 Conclusions

Taking off where Williams, Brown, and Hero left off in [1], this paper has studied a new class of signal analysis tools — the Rényi entropies. Users must proceed with caution, for as we have shown, the higher-order entropies are not defined for large classes of signals. Counterexamples are much harder to find for the 3rd-order entropy, however, especially for suitably smoothed TFRs (we have encountered none). This finding supports the numerous numerical studies [1, 6, 7, 10] that have indicated these measures’ general utility.

When well-defined, the accounting, and cross-component and transformation invariance properties of the Rényi entropies make them natural for estimating the complexity of deterministic signals through TFRs. Simple to apply, these measures also provide new insights into the structure of the time-frequency plane. For instance, a lower bound on the entropy of the Wigner distribution yields a new time-frequency uncertainty principle (Theorems 5 and 6) based on the entire time-frequency plane as a whole rather than on the time and frequency domains separately.

The explorations of Section 4 into TFR performance measures and Rényi dimensions merely scratch the surface of potential applications of the Rényi entropies in time-frequency analysis.
Worthy of pursuit seems the extension of our results to TFRs outside the quadratic Cohen's and affine classes. The positive TFRs of the Cohen-Posch class \([4]\), for example, would allow the unrestricted use of the Shannon entropy. Moreover, an axiomatic derivation of the “ideal” time-frequency complexity measure along the lines of Rényi’s work in probability theory \([9]\) could yield other entropies meriting investigation.

In information theory, entropies form the basis for distance and divergence measures between probability densities. In time-frequency analysis, analogous measures between TFRs would find immediate application in detection and classification problems. Unfortunately, the Rényi entropy complicates the formation of distances, because it is neither a concave nor a convex function for \(\alpha \neq 1\). Although the bulk of the work lies ahead, some progress has been made in this direction recently \([16]\). By considering only positive TFRs (smoothed spectrograms in Cohen’s class), we defined in \([16]\) a quasi-Jensen difference

\[
J_\alpha(C_1, C_2) := H_\alpha(\sqrt{C_1 C_2}) - \frac{H_\alpha(C_1) + H_\alpha(C_2)}{2},
\]

that measures the distance between the TFRs \(C_1\) and \(C_2\) of two different signals \(s_1\) and \(s_2\). (Here, \(\sqrt{C_1 C_2}(t, f) := \sqrt{C_1(t, f)C_2(t, f)}\).) Currently, we are evaluating the potential of this measure for problems in nonparametric and blind transient detection.
A Signals with Undefined WD-based Rényi Entropy

In this appendix we display for any odd integer \( \alpha \geq 3 \) a signal \( s \) such that

\[
\int \int W_s^{\alpha}(t, f) \, dt \, df
\]

is negative. Hence for such an \( s \) the \( \alpha \)-order Rényi entropy \( H_{\alpha}(W_s) \) is not defined. All of our example signals are variations on a theme: peaked, odd functions that create a large negative spike in the Wigner distribution.

First, some background on Hermite functions. The \( n \)-th order Hermite function [15, Ch. 1, Sec. 7]

\[
h_n(t) := (-1)^n 2^{1/4} (n!)^{-1/2} (4\pi)^{-n/2} e^{\pi \xi^2} \left( \frac{d}{dt} \right)^n e^{-2\pi \xi^2}.
\]

has a Wigner distribution that can be written in terms of a Laguerre polynomial; that is [15, p. 66]

\[
W_n(t, f) := W_{h_n}(t, f) = 2 (-1)^n e^{-2\pi \xi^2} L_n(4\pi \xi^2),
\]

with \( r^2 = t^2 + f^2 \) and \( L_n \) the \( n \)-th order Laguerre polynomial

\[
L_n(x) := \sum_{j=0}^{n} \binom{n}{j} \frac{(-x)^j}{j!}.
\]

As is well-known, the Hermite functions have Wigner distributions that are (i) strongly peaked at the origin, with a negative sign when the order \( n \) is odd, (ii) small but non-negligible away from the origin but inside a circle around the origin of radius somewhat larger than \( \left( \frac{1}{2} \right) \), and (iii) negligibly small outside that circle. Therefore, the odd-order Hermite functions are natural candidates for yielding negative values in (50).

A.1 Examples for large odd \( \alpha \)

Throughout this Appendix, let \( s \) be a smooth, rapidly decaying, odd signal of unit energy. Then \( W_s(t, f) \) is smooth and rapidly decaying as \( t^2 + f^2 \to \infty \) and

\[
|W_s(t, f)| < 2 = -W_s(0, 0), \quad (t, f) \neq (0, 0),
\]

as one easily sees from the Cauchy-Schwarz inequality (the fact that \( s \in L^2(\mathbb{R}) \) causes the inequality to be strict). It thus follows that the asymptotic behavior of (50) as \( \alpha \to \infty \), \( \alpha \) integer, is determined by the behavior of \( W_s(t, f) \) at \( (t, f) = (0, 0) \). Since

\[
\frac{\partial W_s}{\partial t} = \frac{\partial W_s}{\partial f} = 0 = \frac{\partial^2 W_s}{\partial t \partial f} = \frac{\partial^2 W_s}{\partial f \partial t},
\]

\[
\frac{\partial^2 W_s}{\partial t^2} = 8 \| s' \|^2, \quad \frac{\partial^2 W_s}{\partial f^2} = 32\pi^2 \| t s(t) \|^2
\]

as one easily sees from the Cauchy-Schwarz inequality (the fact that \( s \in L^2(\mathbb{R}) \) causes the inequality to be strict). It thus follows that the asymptotic behavior of (50) as \( \alpha \to \infty \), \( \alpha \) integer, is determined by the behavior of \( W_s(t, f) \) at \( (t, f) = (0, 0) \). Since

\[
\frac{\partial W_s}{\partial t} = \frac{\partial W_s}{\partial f} = 0 = \frac{\partial^2 W_s}{\partial t \partial f} = \frac{\partial^2 W_s}{\partial f \partial t},
\]

\[
\frac{\partial^2 W_s}{\partial t^2} = 8 \| s' \|^2, \quad \frac{\partial^2 W_s}{\partial f^2} = 32\pi^2 \| t s(t) \|^2
\]

as one easily sees from the Cauchy-Schwarz inequality (the fact that \( s \in L^2(\mathbb{R}) \) causes the inequality to be strict). It thus follows that the asymptotic behavior of (50) as \( \alpha \to \infty \), \( \alpha \) integer, is determined by the behavior of \( W_s(t, f) \) at \( (t, f) = (0, 0) \). Since

\[
\frac{\partial W_s}{\partial t} = \frac{\partial W_s}{\partial f} = 0 = \frac{\partial^2 W_s}{\partial t \partial f} = \frac{\partial^2 W_s}{\partial f \partial t},
\]

\[
\frac{\partial^2 W_s}{\partial t^2} = 8 \| s' \|^2, \quad \frac{\partial^2 W_s}{\partial f^2} = 32\pi^2 \| t s(t) \|^2
\]
at \((t, f) = (0, 0)\), we have

\[
\log \left( -\frac{1}{2} W_s(t, f) \right) = -2t^2 \|s'\|^2 - 8\pi^2 t^2 \|ts(t)\|^2 + o(t^2 + f^2)
\]

(57)
as \(t^2 + f^2 \to 0\). Therefore we have, explicitly,

\[
\iint W_s^\alpha(t, f) dt df = (-2)^\alpha \iint \exp \left\{ \alpha \log \left( -\frac{1}{2} W_s(t, f) \right) \right\} dt df
\]

\[
= \frac{(-2)^\alpha}{4\alpha \|s'\| \|ts(t)\|} (1 + o(1))
\]

(58)
as \(\alpha \to \infty\), \(\alpha\) integer. Hence (50) is negative for any smooth, rapidly decaying, odd signal \(s\) and large odd integer \(\alpha\).

\[\Box\]

A.2 Example for \(\alpha = 5, 7, \ldots\)

Let \(s\) be the 1st-order Hermite function

\[
s(t) = h_1(t) = 2^{5/4} \pi^{1/2} t e^{-\pi t^2}, \quad t \in \mathbb{R}
\]

(59)
with Wigner distribution

\[
W_s(t, f) = -2e^{-2\pi(t^2 + f^2)} \left( 1 - 4\pi(t^2 + f^2) \right).
\]

(60)
Using polar coordinates, we have for integer \(\alpha \geq 1\)

\[
\iint W_s^\alpha(t, f) dt df = \frac{2^{\alpha-1}}{\alpha} (-1)^\alpha \int_0^\infty e^{-x} \left( 1 - \frac{2x}{\alpha} \right)^\alpha dx.
\]

(61)
For odd \(\alpha \geq 1\) we have

\[
\int_0^\infty e^{-x} \left( 1 - \frac{2x}{\alpha} \right)^\alpha dx = \int_0^{\alpha/2} e^{-x} \left( 1 - \frac{2x}{\alpha} \right)^\alpha dx - \int_{\alpha/2}^\infty e^{-x} \left( \frac{2x}{\alpha} - 1 \right)^\alpha dx.
\]

(62)
The first integral on the right-hand side of (62) increases in \(\alpha \geq 1\), since the (non-negative) integrand and integration range increase in \(\alpha \geq 1\). The second integral can be evaluated as

\[
\int_{\alpha/2}^\infty e^{-x} \left( \frac{2x}{\alpha} - 1 \right)^\alpha dx = \left( \frac{4}{\alpha} \right)^{\alpha/2} \frac{\alpha!}{\alpha^\alpha},
\]

(63)
and this decreases in \(\alpha \geq 1\). Hence the left-hand side of (62) increases in \(\alpha \geq 1\), \(\alpha\) odd integer. Since

\[
\int_0^\infty e^{-x} (1-2x)dx = -1, \quad \int_0^\infty e^{-x} \left( 1 - \frac{2x}{3} \right)^3 dx = -\frac{1}{9}
\]

(64)
and

\[
\int_0^\infty e^{-x} \left( 1 - \frac{2x}{5} \right)^5 dx = \frac{127}{625},
\]

(65)
we see that (61) is negative for all odd \(\alpha \geq 5\).

\[\Box\]
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A.3 Example for $\alpha = 3$

We will have to spend considerable effort to find an $s$ for which (50) is negative for $\alpha = 3$. Also, a small amount of Gaussian smoothing of $W_s$ is generally enough to make (50) positive for our offending signal. This indicates that the examples for which (50) fails to be positive for $\alpha = 3$ are rather exceptional. Moreover, the results of Appendix C show that the 3rd-order Rényi entropy is well-defined for the sum of two Gaussians, irrespective of their mutual phases. See also the discussion on Hermite functions above.

We shall show that (50) is negative for $\alpha = 3$ and

$$s = a_3 h_3 + a_9 h_9$$

with suitably chosen $a_3, a_9 \in \mathbb{R}$ and $h_n$ the $n$th-order Hermite function.

Using polar coordinates, we obtain

$$\iint W_n^3(t, f) \, dt \, df = 2(-1)^n \int_0^\infty e^{-\frac{3}{2}x} L_n^3(x) \, dx =: 2T_n. \quad \text{(67)}$$

It is a quite non-trivial result from Debbi and Gillis [17] that $T_n > 0$ for all $n = 0, 1, \ldots$ Hence we cannot produce negative values in (50) with a single Hermite function.

We now elaborate (50) for the $s$ in (66) and $\alpha = 3$. We have

$$W_s = |a_3|^2 W_3 + |a_9|^2 W_9 + a_3 a_9 W_{39} + a_3^* a_9 W_{93}, \quad \text{(68)}$$

with $W_{nm}$ the cross Wigner distribution\(^8\) between $h_n, h_m$

$$W_{nm}(t, f) = \begin{cases} 2 (-1)^m \left(\frac{m!}{n!}\right)^{1/2} e^{-2\pi |z|^2} (2\sqrt{\pi} z)^n-m L_m^{(n-m)}(4\pi |z|^2), & n \geq m, \\ 2 (-1)^n \left(\frac{n!}{m!}\right)^{1/2} e^{-2\pi |z|^2} (2\sqrt{\pi} z)^m-n L_n^{(m-n)}(4\pi |z|^2), & n \leq m. \end{cases} \quad \text{(69)}$$

Here $z = t + if$, and $L_k^{(p)}$ are the Laguerre polynomials

$$L_k^{(p)}(x) = \sum_{j=0}^{k} \frac{(k+p)!}{(k-j)! (p+j)!} (-x)^j. \quad \text{(70)}$$

Now expanding $W_s^3$ using (70), introducing polar coordinates $z = re^{i\theta}$ in $\iint W_s^3 \, dt \, df$, and retaining only the triple products of (cross) Wigner distributions that are independent of $\theta$ (the others cancel upon integration), we obtain

$$\iint W_s^3(t, f) \, dt \, df = \iint \left( |a_3|^6 W_3^3 + 3|a_3|^4 |a_9|^2 W_3^2 W_9 + 3|a_3|^2 |a_9|^4 W_3 W_9^2 + |a_9|^6 W_9^3 + 6|a_3|^4 |a_9|^2 W_3 W_{39}^2 + 6|a_3|^2 |a_9|^4 W_9 W_{93}^2 \right) \, dt \, df, \quad \text{(71)}$$

\(^8\)Formula (69) is due to Groenewold, see [32], formula (5.16), except that Groenewold has incorrectly a $(-1)^{\max(n,m)}$ instead of $(-1)^{\min(n,m)}$ and calls the $L_k^{(p)}$ Legendre polynomials. Formula (69) can also be found in [15, p. 66, (1.105)] except that there is a complex conjugate missing in the case $n \geq m$ (note that $W_{nm} = W_{mn}^*$; a similar error occurs in [15, p. 64, (1.104)].
where we also have used that \( W_{39} = W_{93} \). Inserting the explicit form (69) into the right-hand side of (71), we obtain

\[
\iint W_3^3(t, f) \, dt \, df = -2 \left( a_3^2 C_{333} + 3 |a_3|^4 a_9 |a|^2 C_{339} + 3 |a_3|^2 |a_9|^4 C_{993} + |a_9|^6 C_{999} \right) \\
- 12 \frac{3!}{9!} \left( a_3^3 |a_9|^2 C_{333}^{(6)} + |a_3|^2 |a_9|^4 C_{339}^{(6)} \right),
\]

where we have set

\[
C_{kkl}^{(p)} := \int_0^\infty e^{-\frac{k}{2} s} \left( L_k^{(p)}(s) \right)^2 L_l(s) \, ds, \quad C_{kkl} := C_{kkl}^{(0)}.
\]

Thus we have

\[
\frac{1}{|a_3|^3} \iint W_3^3(t, f) \, dt \, df = M_0 + M_1 x + M_2 x^2 + M_3 x^3, \quad x := \frac{|a_9|^2}{|a_3|^2},
\]

where

\[
M_0 := -2 C_{333}, \quad M_1 := -6 C_{339} - 12 \frac{3!}{9!} C_{333}^{(6)}, \\
M_2 := -6 C_{993} - 12 \frac{3!}{9!} C_{339}^{(6)}, \quad M_3 := -2 C_{999}.
\]

The computation of the \( C_{kkl}^{(p)} \) can be done according to

\[
C_{kkl}^{(p)} = \left( \frac{p + k}{k!} \right)^2 \left( \frac{2}{3} \right)^{p+1} \\
\times \sum_{j_1=0}^k \sum_{j_2=0}^k \sum_{j_3=0}^l \frac{(p + j_1 + j_2 + j_3)!}{(p + j_1)! (p + j_2)! j_3!} \left( \begin{array}{c} k \\ j_1 \end{array} \right) \left( \begin{array}{c} k \\ j_2 \end{array} \right) \left( \begin{array}{c} l \\ j_3 \end{array} \right) \left( -\frac{2}{3} \right)^{j_1 + j_2 + j_3}.
\]

For this we have used the explicit forms (53), (70) for the Laguerre polynomials and carried out the integration (see also [33, Sec. 2.a]). It follows that

\[
M_0 = 0.107504, \quad M_1 = 0.198739, \quad M_2 = -0.364632, \quad M_3 = 0.067079.
\]

The right-hand side of (74) is extremal for

\[
x = - \frac{M_2}{3M_3} \pm \left( \frac{M_2}{3M_3} \right)^2. \]

Taking the + sign in (78) so that \( x = 3.327073 \), we obtain

\[
M_0 + M_1 x + M_2 x^2 + M_3 x^3 = -0.797104.
\]

This completes the construction of the example.

Figure 2 illustrates the signal (66) and its Wigner distribution for \( a_3 = 1 \) and \( a_9 = 1.824026 \).
B Proofs on Component Counting

B.1 Proof of Proposition 1

Let \( s \in L^2(\mathbb{R}) \) be supported on the interval \([0, b]\), and let \( u \in L^2(\mathbb{R}) \) be supported on \([\Delta t, b + \Delta t]\). We will show that (22) holds:

\[
\Gamma := \iint X_{s,u}^a(t, f) \, dt \, df = 0
\]

(80)

when \( \Delta t > \frac{1}{2}(\alpha + 1)b \). Here \( X_{s,u} \) is the cross-component between \( s \) and \( u \) (see (19) and (20)). We shall initially assume that \( s \) and \( u \) are smooth, so that the manipulations below are justified.

We have by binomial expansion that

\[
\Gamma = \sum_{k=0}^{\alpha} \binom{\alpha}{k} \Gamma_k,
\]

(81)

with

\[
\Gamma_k := \iint W_{s,u}^k(t, f) W_{u,s}^{\alpha-k}(t, f) \, dt \, df, \quad k = 0, 1, \ldots, \alpha.
\]

(82)

We will show that each \( \Gamma_k \) vanishes when \( \Delta t > \frac{1}{2}(\alpha + 1)b \).

We first consider the case when \( k \neq 0, \alpha \). We have by definition

\[
\Gamma_k = \iint \left( \int e^{-j2\pi f \tau} \,(\, t + \frac{\tau}{2} \,) u^* (t - \frac{\tau}{2}) \, d\tau \right)^k
\]

\[
\times \left( \int e^{-j2\pi f \tau} u \,(\, t + \frac{\tau}{2} \,) s^* (t - \frac{\tau}{2}) \, d\tau \right)^{\alpha-k} \, dt \, df.
\]

(83)

We write this as

\[
\Gamma_k = \iint \cdots \int_{k} \int_{\alpha-k} e^{-j2\pi f (\tau_1 + \cdots + \tau_k + \tau_{k+1} + \cdots + \tau_\alpha)}
\]

\[
\times s\,(\, t + \frac{\tau_1}{2} \,) u^* (t - \frac{\tau_1}{2}) \cdots s\,(\, t + \frac{\tau_k}{2} \,) u^* (t - \frac{\tau_k}{2}) \, d\tau_1 \cdots d\tau_k
\]

\[
\times u\,(\, t + \frac{\tau_{k+1}}{2} \,) s^* (t - \frac{\tau_{k+1}}{2}) \cdots u\,(\, t + \frac{\tau_\alpha}{2} \,) s^* (t - \frac{\tau_\alpha}{2}) \, d\tau_{k+1} \cdots d\tau_\alpha \, dt \, df.
\]

(84)

Integrating over \( f \), a Dirac \( \delta (\tau_1 + \cdots + \tau_\alpha) \) term appears. Using this \( \delta (\tau_1 + \cdots + \tau_\alpha) \) to cancel the integration over \( \tau_\alpha \), we obtain

\[
\Gamma_k = \iint \cdots \int_{k} \int_{\alpha-k} s\,(\, t + \frac{\tau_1}{2} \,) u^* (t - \frac{\tau_1}{2}) \cdots s\,(\, t + \frac{\tau_k}{2} \,) u^* (t - \frac{\tau_k}{2})
\]

\[
\times u\,(\, t + \frac{\tau_{k+1}}{2} \,) s^* (t - \frac{\tau_{k+1}}{2}) \cdots u\,(\, t + \frac{\tau_\alpha-1}{2} \,) s^* (t - \frac{\tau_\alpha-1}{2})
\]

\[
\times u\,(\, t - \frac{\tau_1 + \cdots + \tau_{\alpha-1}}{2} \,) s^* (t + \frac{\tau_1 + \cdots + \tau_{\alpha-1}}{2}) \, d\tau_1 \cdots d\tau_k \, d\tau_{k+1} \cdots d\tau_{\alpha-1} \, dt.
\]

(85)
Now suppose that we have a \( t \in \mathbb{R}, \tau_1, \ldots, \tau_k, \tau_{k+1}, \ldots, \tau_{\alpha-1} \in \mathbb{R} \) such that the integrand in (85) is not zero. Since \( s \) is supported on \([0, b]\), and \( u \) is supported on \([\Delta t, b + \Delta t]\), we have
\[
\begin{align*}
t + \frac{r}{2} & \in [0, b], \quad t - \Delta t - \frac{r}{2} \in [0, b] \\
& \vdots \\
t + \frac{r_{k+1}}{2} & \in [0, b], \quad t - \Delta t - \frac{r_{k+1}}{2} \in [0, b] \\
t - \frac{r_{k+1}}{2} & \in [0, b], \quad t - \Delta t + \frac{r_{k+1}}{2} \in [0, b] \\
& \vdots \\
t - \frac{r_{\alpha-1}}{2} & \in [0, b], \quad t - \Delta t + \frac{r_{\alpha-1}}{2} \in [0, b] \\
t + \frac{r_{\alpha-1} + \cdots + r_{k+1}}{2} & \in [0, b], \quad t - \Delta t - \frac{r_{\alpha-1} + \cdots + r_{k+1}}{2} \in [0, b].
\end{align*}
\]
Adding the first \( k \) items in (86) and subtracting the last \( \alpha - k \) items, we obtain
\[
\begin{align*}
(2k - \alpha)t & \in \left[ -(\alpha - k)b, kb \right], \\
(2k - \alpha)(t - \Delta t) & \in \left[ -(\alpha - k)b, kb \right].
\end{align*}
\]
Subtracting (88) from (87) yields
\[
(2k - \alpha)\Delta t \in [-lb, lb],
\]
with \( l = \max(\alpha - k, k) = \frac{1}{2}(\alpha + 2k - \alpha) \). Since \( \alpha \) is odd, we have \(|2k - \alpha| \geq 1\). Thus we finally obtain
\[
\Delta t \leq \frac{1}{2} \left( \frac{\alpha}{2k - \alpha} + 1 \right) b \leq \frac{1}{2}(\alpha + 1) b.
\]
Hence, when \( \Delta t > \frac{1}{2}(\alpha + 1) b \), the integrand in (85) vanishes identically, so \( \Gamma_k = 0 \), as required.

Next, consider the case \( k = \alpha \). Here the items with index \( k + 1, \ldots, \alpha - 1 \) are absent from (86), but the above argument still yields that \( \Delta t \leq \frac{1}{2}(\alpha + 1) b \) whenever the integrand in (85) is non-zero for some \( t \in \mathbb{R}, \tau_1, \ldots, \tau_{\alpha-1} \in \mathbb{R} \). A similar result holds for the case \( k = 1 \).

We shall now remove the assumption that \( s \) and \( u \) are smooth. To this end we give the following Lemma, which will also be used in the proof of Theorem 2 below. We omit the (elementary) proof.

**Lemma 7** Let \( s, u, v, w \in L^2(\mathbb{R}) \), not necessarily compactly supported. Then for all \( t, f \in \mathbb{R} \) we have
\[
|W_{s,u}(t, f) - W_{v,w}(t, f)| \leq 2 \|u\|_2 \|s - v\|_2 + 2 \|v\|_2 \|u - w\|_2.
\]
Also, \( W_{s,u} \) and \( W_{v,w} \) are in \( L^2(\mathbb{R}^2) \), and
\[
\|W_{s,u} - W_{v,w}\|_2 \leq \|u\|_2 \|s - v\|_2 + \|v\|_2 \|u - w\|_2.
\]
Finally, \( W_{s,u} \in C_0(\mathbb{R}^2) \); that is, \( W_{s,u} \) is continuous and bounded with \( W_{s,u}(t, f) \to 0 \) as \( t^2 + f^2 \to \infty \).
To complete the proof of Proposition 1, we take smooth $v$, supported on $[0, b]$, and smooth $w$, supported on $(\Delta t, b + \Delta t]$, such that $\|s - v\|_2$ and $\|u - w\|_2$ are small. Then (91) and (92) show that $W_{s,u}$ is approximated by $W_{v,w}$, both uniformly and in $L^2(\mathbb{R}^2)$ sense. Hence $W_{s,u}$ is approximated by $W_{v,w}$ in $L^\alpha(\mathbb{R}^2)$ sense, since $2 \leq \alpha \leq \infty$. Now the result follows easily from the fact that $\iint X_{v,w}(t, f) \, dt \, df$ vanishes for smooth $v$ and $w$ when $\Delta t > \frac{1}{2}(\alpha + 1) b$. \hfill \Box

B.2 Proof of Theorem 2

For the proof we will need, in addition to Lemma 7, the Riemann-Lebesgue Lemma.

Lemma 8 (Riemann-Lebesgue) For $g \in L^1(\mathbb{R}^n)$ and $n = 1, 2, \ldots$, we have

$$\int g(x) e^{-j2\pi y \cdot x} \, dx \rightarrow 0, \quad \|y\| \rightarrow \infty. \quad (93)$$

Furthermore, with $u := Ds$ (see (23)), we have the useful formula [5, p. 240],

$$X_{s,u}(t, f) = 2W_s(t - \frac{\Delta t}{2}, f - \frac{\Delta f}{2}) \cos\left(2\pi \left(t\Delta f - f\Delta t + \frac{1}{2}\Delta t\Delta f\right)\right). \quad (94)$$

**Wigner distribution case:** We assume odd $\alpha \geq 3$ and expand trinomially

$$W_{s,u}^\alpha = W_s^\alpha + W_u^\alpha + X_{s,u}^\alpha + \sum_{\alpha_i} c(\alpha_1, \alpha_2, \alpha_3) W_s^{\alpha_1} X_{s,u}^{\alpha_2} W_u^{\alpha_3}, \quad (95)$$

where in the latter series we have collected the terms in the expansion with $\alpha_1 + \alpha_2 + \alpha_3 = \alpha$ and at least two of the $\alpha_i$ positive (the $c(\alpha_1, \alpha_2, \alpha_3)$ in the series on the right-hand side are constants).

For the definition of $H_\alpha(W_s)$, we should also say what $\iint W_s(t, f) \, dt \, df$ means in the case that $W_s \in L^2(\mathbb{R}^2)$, $W_s \not\in L^1(\mathbb{R}^2)$. Naturally, we define

$$\iint W_s(t, f) \, dt \, df = \|s\|^2 \quad (96)$$

for such cases. (When $W_s$ does belong to $L^1(\mathbb{R}^2)$, the identity (96) also holds.) Then it follows that

$$\iint W_{s+u}(t, f) \, dt \, df = \|s + u\|^2 \rightarrow 2\|s\|^2 \rightarrow 2\iint W_s(t, f) \, dt \, df \quad (97)$$

when $|\mathcal{D}|^2 = (\Delta t)^2 + (\Delta f)^2 \rightarrow \infty$. Here we have used the last item in Lemma 7 and the fact that the inner product $\langle s, u \rangle = \exp^{-j\pi \Delta t \Delta f} W_{s,u}\left(\frac{1}{2}\Delta t, \frac{1}{2}\Delta f\right)$, with $v(t) = s(-t)$. Furthermore, we have by shift-invariance that

$$\iint W_s^\alpha(t, f) \, dt \, df = \iint W_u^\alpha(t, f) \, dt \, df, \quad (98)$$

these two numbers being supposed positive. Hence

$$\frac{1}{1 - \alpha} \log_2 \left(\frac{\iint W_{s+u}^\alpha(t, f) \, dt \, df}{\iint W_s^\alpha(t, f) \, dt \, df}\right) \rightarrow H_\alpha(W_s) + 1 \quad (99)$$
when $|\mathcal{D}| \to \infty$, provided we can show that

\begin{align}
\iint X^{\alpha}_{s,u}(t,f) \, dt \, df & \to 0, \\
\iint W^{\alpha}_{s} (t,f) X^{\alpha}_{s,u}(t,f) W^{\alpha}_{u} (t,f) \, dt \, df & \to 0
\end{align}

as $|\mathcal{D}| \to \infty$ for the relevant set of $(\alpha_1, \alpha_2, \alpha_3)$.

As to (100), we write

\begin{equation}
\cos^\alpha x = \sum_{k=-\alpha}^{\alpha} b_k e^{j k x},
\end{equation}

where we note that $b_0 = 0$, since $\alpha$ is odd. Then using (94) we get

\begin{equation}
\iint X^{\alpha}_{s,u}(t,f) \, dt \, df = 2^{\alpha} \sum_{k=-\alpha}^{\alpha} b_k \iint W^{\alpha}_{s} \left( t - \frac{\Delta t}{2}, f - \frac{\Delta f}{2} \right) e^{j 2 \pi k (t \Delta f - f \Delta t + \frac{1}{4} \Delta t \Delta f)} \, dt \, df.
\end{equation}

The substitution $t - \frac{1}{2} \Delta t \to t$, $f - \frac{1}{2} \Delta f \to f$, which leaves the form $t \Delta f - f \Delta t + \frac{1}{4} \Delta t \Delta f$ invariant, then yields integrals of the form

\begin{equation}
\iint W^{\alpha}_{s} (t,f) e^{j 2 \pi k (t \Delta f - f \Delta t)} \, dt \, df
\end{equation}

in the right-hand side series in (103). From Lemma 7 and $\alpha \geq 3$, it follows that $W^{\alpha}_{s} \in L^1(\mathbb{R}^2)$, whence by Lemma 8 we see that the integrals (104) tend to zero when $|\mathcal{D}| \to \infty$ and $k \neq 0$. It follows then that the expression in (103) tends to zero when $|\mathcal{D}| \to \infty$, since $b_0 = 0$.

For the expressions in (101) we argue as follows. By (94) we have

\begin{align*}
J & := \frac{1}{2^{\alpha/2}} \left| \iint W^{\alpha}_{s} (t,f) X^{\alpha}_{s,u}(t,f) W^{\alpha}_{u} (t,f) \, dt \, df \right| \\
& \leq \iint |W^{\alpha}_{s} (t,f)| \left| W^{\alpha}_{s} \left( t - \frac{\Delta t}{2}, f - \frac{\Delta f}{2} \right) \right| |W^{\alpha}_{u} (t - \Delta t, f - \Delta f)| \, dt \, df.
\end{align*}

Assume that $\alpha_1 > 0$, $\alpha_3 > 0$ (the other cases go in a similar way). By Lemma 7 there is an $A > 0$ such that

\begin{equation}
J \leq A \iint K(t,f) L(\Delta t - t, \Delta f - f) \, dt \, df =: M(\Delta t, \Delta f),
\end{equation}

where we have set

\begin{equation}
K(t,f) := W^{\alpha}_{s} (t,f)|, \quad L(t,f) := W^{\alpha}_{s} (-t,-f)|.
\end{equation}

By Lemma 7, we have that $K, L \in L^2(\mathbb{R}^2)$. Now let $\varepsilon > 0$ and take smooth, compactly supported $P, Q \in L^2(\mathbb{R}^2)$ such that

\begin{equation}
\|K - P\|_2 < \varepsilon, \quad \|L - Q\|_2 < \varepsilon.
\end{equation}

Denote $R = P \ast Q$, so that $R$ is smooth and compactly supported as well. Then we have for all $\Delta t, \Delta f$ by the Cauchy-Schwarz inequality

\begin{align}
|M(\Delta t, \Delta f) - A R(\Delta t, \Delta f)| & \leq A \|K - P\|_2 \|L\|_2 + A \|P\|_2 \|L - Q\|_2 \\
& \leq \varepsilon A \left( \|L\|_2 + \|P\|_2 \right).
\end{align}
This shows that $M$ can be approximated uniformly and arbitrarily closely by functions $AR(\Delta t, \Delta f)$ of compact support. It follows that $M(\Delta t, \Delta f) \to 0$ as $|\mathcal{D}| \to \infty$. Hence $J$ in (105) tends to zero, as $|\mathcal{D}| \to \infty$ and the proof for the Wigner distribution case is complete.

**Cohen’s class TFR case:** Next we consider TFRs of the Cohen type with $\Phi \in L^1(\mathbb{R}^2)$ and $\int \int \Phi(t,f) \, dt \, df = 1$. We require Young’s Theorem.

**Lemma 9 (Young)** Let $1/p + 1/q = 1/r + 1$ with $1 \leq p, q, r \leq \infty$. When $g \in L^p(\mathbb{R}^n)$ and $h \in L^q(\mathbb{R}^n)$, we have $g \ast h \in L^r(\mathbb{R}^n)$ and

$$\|g \ast h\|_r \leq \|g\|_p \|h\|_q.$$ (110)

Moreover, when $g \in L^1(\mathbb{R}^n)$ and $h \in C_0(\mathbb{R}^n)$, we have $g \ast h \in C_0(\mathbb{R}^n)$.

To prove Theorem 2 for the Cohen distributions, we replace all $W$ and $X$ in the expansion (95) by $W \ast \Phi$ and $X \ast \Phi$, thereby noting that the latter functions are in $L^2(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2) \cap C_0(\mathbb{R}^2)$, since the same holds for $W$ and $X$, and $\Phi \in L^1(\mathbb{R}^2)$ (see Lemmata 7 and 9). As in (97), we have (solving the problem of undefinedness of $\int \int (W_s \ast \Phi)(t,f) \, dt \, df$ by the assumption $\int \int \Phi(t,f) \, dt \, df = 1$ in the same way as was done in (96))

$$\int \int (W_{s+u} \ast \Phi)(t,f) \, dt \, df \longrightarrow 2 \int \int (W_s \ast \Phi)(t,f) \, dt \, df.$$ (111)

Also the analogue of (98) holds by shift-invariance. We must therefore show that

$$\int \int (X_{s,u} \ast \Phi)^\alpha \, dt \, df \longrightarrow 0,$$ (112)

$$\int \int (W_s \ast \Phi)^{\alpha_1} (X_{s,u} \ast \Phi)^{\alpha_2} (W_u \ast \Phi)^{\alpha_3} \, dt \, df \longrightarrow 0$$ (113)

as $|\mathcal{D}| \to \infty$ for the set of relevant $(\alpha_1, \alpha_2, \alpha_3)$.

For (112), we first note that $(X_{s,u} \ast \Phi)^\alpha \in L^1(\mathbb{R}^2)$, since $\alpha \geq 2$. Next we use (94) to obtain

$$\frac{1}{2\pi} \int \int (X_{s,u} \ast \Phi)^\alpha (t,f) \, dt \, df$$

$$= \int \int \left\{ \int \int W_s \left( u - \frac{\Delta t}{2}, v - \frac{\Delta f}{2} \right) \Phi(t-u,f-v) \right. \times \cos \left[ 2\pi \left( u \Delta t - v \Delta f + \frac{1}{2} \Delta t \Delta f \right) \right] \, du \, dv \right\}^\alpha \, dt \, df$$

$$= \int \int U^\alpha (t,f; \Delta t, \Delta f) \, dt \, df,$$ (114)

where we have set

$$U(t,f; \Delta t, \Delta f) := \int \int W_s(u,v) \cos \left[ 2\pi \left( u \Delta t - v \Delta f + \frac{1}{2} \Delta t \Delta f \right) \right] \Phi(t-u,f-v) \, du \, dv.$$ (115)
The identity between the last two lines of (114) is obtained by change of variables according to 
\( u - \frac{1}{2} \Delta t \to u, v - \frac{1}{2} \Delta f \to v \) followed by 
\( t - \frac{1}{2} \Delta t \to t, f - \frac{1}{2} \Delta t \to f \). Evidently

\[
U(t, f; \Delta t, \Delta f) \leq (|W_s| * |\Phi|)(t, f) \in L^2(\mathbb{R}^2) \cap L^\infty(\mathbb{R}^2). \tag{116}
\]

And also, by Lemma 8, for any \( t, f \in \mathbb{R} \)

\[
U(t, f; \Delta t, \Delta f) \to 0 \tag{117}
\]
as \( |\mathcal{D}| \to \infty \). Since \( \alpha \geq 2 \), we conclude from (116), (117) and Lebesgue’s theorem on dominated convergence that

\[
\iint U^\alpha(t, f; \Delta t, \Delta f) \to 0 \tag{118}
\]
as \( |\mathcal{D}| \to \infty \). This settles (112).

As to (113), we can literally repeat the argument used for the Wigner distribution case (see just after Lemma 9). This proves Theorem 2 for the case of Cohen TFRs with \( \Phi \in L^1(\mathbb{R}^2) \),

\[
\iint \Phi(t, f) dt df = 1. \quad \Box
\]

Finally, we note that the arguments to prove Theorem 2 remain valid when \( s + \mathcal{D}s = s + u \) is replaced by \( s_1 + \mathcal{D}s_2 \), where \( s_1, s_2 \in L^2(\mathbb{R}) \) are unrelated. In particular, for odd \( \alpha \geq 3 \), we have that

\[
\lim_{|\mathcal{D}| \to \infty} \iint W_{s_1}^\alpha(t, f) dt df = \iint W_{s_1}^\alpha(t, f) dt df + \iint W_{s_2}^\alpha(t, f) dt df. \tag{119}
\]

C Third-order Rényi Entropy for the Sum of Two Gaussians

In this appendix we consider the 3rd-order Rényi entropy of the sum of two Gaussian pulses in (27)-(28). The parameters \( \gamma \) and/or \( \xi \) in (28) will be suppressed in the case that \( \gamma = 1 \) and/or \( \xi = 0 \); that is

\[
g_\gamma(\nu) := g_\gamma(\nu, 0), \quad g(\nu, \xi) := g_1(\nu, \xi), \quad g(\nu) := g_1(\nu, 0). \tag{120}
\]

C.1 Simplification via symplectic transformation

We first note that it is sufficient to consider the case

\[
\gamma = 1, \quad a > 0, \quad b = 0, \quad w = 1, \quad c = -a, \quad d = 0, \quad z \in \mathbb{C} \setminus \{0\}. \tag{121}
\]
To see this, write \( s \) as

\[
s = z' Z_{\mathcal{F}} R_{\mathcal{B}'} T_{\mathcal{A}'} \Gamma(-\theta) g(|a'' + j b'|) + z'' g(-|a'' + j b'|) \tag{122}
\]
where

\[
\begin{align*}
z' &= w e^{i \frac{\pi}{8} (b-d)(a+c)}, \quad &b' &= \frac{b + d}{2 \sqrt{\gamma}}, \quad &a' &= \frac{(a + c) \sqrt{\gamma}}{2} \tag{123}
\end{align*}
\]
\[ z'' = \frac{z}{w} e^{-j\pi(b-d)(a+c)} , \quad a'' + jb'' = \frac{(a-c)\sqrt{\gamma}}{2} + j \frac{b-d}{2\sqrt{\gamma}} = |a'' + jb''| e^{j\theta}. \] (124)

The operators \( Z_\lambda, R_y, T_x \) and \( \Gamma(\varphi) \) in (122) are given by

\[ (Z_\lambda s)(t) := \lambda^{1/2} s(\lambda t), \quad (R_y s)(t) := e^{j2\pi y t} s(t), \quad (T_x s)(t) := s(t - x) \] (125)

and

\[ (\Gamma(\varphi)s)(t) := \pm \left( \frac{1}{j\sin \varphi} \right)^{1/2} \int \exp \left( \frac{-\pi}{j\sin \varphi} \left( u^2 \cos \varphi - 2ut + t^2 \cos \varphi \right) \right) s(u) \, du \] (126)

when \( \sin \varphi \neq 0 \) and

\[ \Gamma(\varphi)s := \pm s \] (127)

when \( \sin \varphi = 0 \). In (126)-(127), the operator \( \Gamma(\varphi) \) is given apart from a sign that is irrelevant in the present context (just like the number \( z' \) in (122)). The operators in (125)-(127) are members of the metaplectic group, \([15, \text{Ch. 4}]\), and their action on signals is reflected by certain symplectic linear transforms of the time-frequency plane. We have, explicitly

\[ W_{Z_\lambda s}(t, f) = W_s(\lambda t, \lambda^{-1} t), \] (128)

\[ W_{R_y s}(t, f) = W_s(t, f - y), \] (129)

\[ W_{T_x s}(t, f) = W_s(t - x, f), \] (130)

\[ W_{\Gamma(\varphi)s}(t, f) = W_s(t \cos \varphi - f \sin \varphi, t \sin \varphi + f \cos \varphi), \] (131)

showing that integrals of functions of \( W_s \) over the entire time-frequency plane are invariant under application to \( s \) of any of these operators. (See also \([34, \text{Secs. 27.3, 27.4.2, 27.12.2}]\).) Hence \( s \) and the signal \( g(|a'' + jb''|) + z'' g(-|a'' + jb''|) \), (see (122)), yield the same value for the right-hand side of (30). That is,

\[ Q_\gamma(a, b, w; c, d, z) = Q_1(|a'' + jb''|, 0, 1; -|a'' + jb''|, 0, z'') \] (132)

with \( z'' \) and \( a'' + jb'' \) given in (124).

### C.2 Proof of Proposition 4

In this case, the signal in (30) is given by

\[ s(t) = g(a)(t) \leftrightarrow e^{j\varphi} g(a)(t) = 2^{1/4} e^{-\pi(t-a)^2} + 2^{1/4} e^{-\pi(t+a)^2 + j\varphi}. \] (133)

We first note that

\[ W_{g(a)}(t, f) = 2 \exp \left( -2\pi(t-a)^2 - 2\pi f^2 \right), \] (134)

\[ W_{g(a),g(-a)}(t, f) = 2 \exp \left( -j4\pi af - 2\pi t^2 - 2\pi f^2 \right). \] (135)
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Therefore
\[
W_s(t, f) = 2e^{-2\pi f/2} \left( e^{-2\pi (t-a)^2} + r^2 e^{-2\pi (f+a)^2} + 2re^{-2\pi t^2} \cos(4\pi af + \varphi) \right)
\]  
(136)
\[= 2e^{-2\pi f/2} (A_1 + A_2 + 2A_3) \]  
(137)

with the obvious identifications for \(A_1\), \(A_2\), and \(A_3\). We then obtain
\[
\iint W_s(t, f) dt df = \|s\|^2 = 1 + r^2 + 2rx^3y,
\]  
(138)
the definitions of \(x\) and \(y\) from Proposition 4. Expanding,
\[
(A_1 + A_2 + 2A_3)^3 = (A_1 + A_2)^3 + 6(A_1 + A_2)^2A_3 + 12(A_1 + A_2)A_3^2 + 8A_3^3,
\]  
(139)
we note that \(A_1 + A_2\) depends on \(t\) only. Calculating
\[
\iint e^{-6\pi f/2} (A_1 + A_2)^3 dt df = \frac{1}{6} (1 + r^6) + \frac{1}{2} (r^2 + r^4) x^6,
\]  
(140)
\[
\iint e^{-6\pi f/2} (A_1 + A_2)^2A_3 dt df = \frac{1}{6} (r^2 + 6r^4) x^3
\]  
(141)
\[
\iint e^{-6\pi f/2} (A_1 + A_2)A_3^2 dt df = \frac{1}{12} (r^2 + r^4) (1 + x^4 \cos 2\varphi) x^2,
\]  
(142)
\[
\iint e^{-6\pi f/2} A_3^3 dt df = \frac{1}{8} r^3 \left( \frac{1}{3} x^9 \cos 3\varphi + x \cos \varphi \right)
\]  
(143)
and using
\[
y = \cos \varphi, \quad 2y^2 - 1 = \cos 2\varphi, \quad 4y^3 - 3y = \cos 3\varphi,
\]  
(144)
leads us to
\[
\iint W_s^3(t, f) dt df = \frac{8}{6} \left[ 1 + r^6 \right] + \frac{1}{2} (r^2 + r^4) x^2 + (r^2 + r^4) (x^2 - x^6)
\]  
(145)
\[+ (r^2 + r^4) x^6 y^2 + \frac{4}{3} r^3 x^9 y^3 \].

Therefore, from (138) and (145), we have
\[
\frac{\iint W_s^3(t, f) dt df}{(\iint W_s(t, f) dt df)^3} = \frac{4}{3} + \frac{\iint W_s^3(t, f) dt df}{(\iint W_s(t, f) dt df)^3} - \frac{4}{9} \left( \frac{\iint W_s(t, f) dt df}{(\iint W_s(t, f) dt df)^3} \right)^3 \]
(146)
\[= \frac{4}{3} - \left( 1 - 2x^2 + 2x^6 - x^8 \right) \left[ 4(r^2 + r^4) - 8xyr^3 \right] \left( 1 + r^2 + 2rx^3y \right)^{-3} \]
\[= \frac{4}{3} \left( 1 - x^2 \right)^3 \left( 1 + x^2 \right) \left( \frac{r^{-1} + r}{2} - xy \right) \left( \frac{r^{-1} + r}{2} + x^3y \right)^{-3}, \]
and (33) follows from the definition of \(v\) in (32) and from (29).
C.3 Properties of \( Q(x, y, v) \)

The form (33) is very convenient for finding the minimum and maximum of \( Q_1 \) and for studying the behavior of \( Q_1 \) as a function of \( a, r \), and \( \varphi \).

We have, for instance, that \( Q(x, y, v) \) decreases for \( y \in [-1, 1] \) for fixed \( x \in (0, 1] \), \( v \geq 1 \). Hence the minimum of \( Q \) equals the minimum of

\[
Q(x, -1, v) = \frac{4}{3} - (1 - x^2)^3 \frac{v + x}{(v - x^3)^3}
\]

(147)

over \( x \in (0, 1] \), \( v \geq 1 \). The right-hand side of (147) is increasing in \( v \geq 1 \) when \( x \in (0, 1] \) is fixed. Hence the minimum of \( Q \) equals the minimum of

\[
Q(x, -1, 1) = \frac{4}{3} - \left( \frac{1 - x^2}{1 - x^3} \right)^3 (1 + x^2)(1 + x)
\]

(148)

over \( x \in (0, 1] \). Since

\[
\frac{\partial Q}{\partial x}(x, -1, 1) = -\left( \frac{1 - x}{1 - x^3} \right)^4 (1 - x^2)^3,
\]

(149)

we see that \( Q(x, -1, 1) \) decreases for \( x \in (0, 1] \), so that its minimum value occurs at \( x = 1 \). Therefore,

\[
Q(x, y, v) \geq \frac{4}{27} = Q(1, -1, 1)
\]

(150)

for \( x \in (0, 1] \), \( y \in [-1, 1] \), \( v \geq 1 \). Thus the maximum value of \( H_3(s) = -\frac{1}{2} \log_2(\frac{4}{27}) \approx 1.377 \) (see Figure 3).

The maximum of \( Q \) clearly equals 4/3 and occurs at \( x = 1 \), \((-1, 1) \neq (y, v) \in [-1, 1] \times [1, \infty) \). This bound and (150) combine to give (34). Thus the minimum value of \( H_3(s) = -\frac{1}{2} \log_2(\frac{4}{3}) \approx -0.208 \) (see Figure 3).

The behavior of \( Q \) at \((1, -1, 1)\) is somewhat irregular. We have for \( \theta \geq 0 \) that

\[
\lim_{x \uparrow 1, (-v + y)/(1-x)^{-1} \to \theta} Q(x, y, v) = \frac{4}{3} - \frac{32}{(3 + \theta)^3}
\]

(151)

Using (33) it is obvious that \( Q \) increases for \( x \in (0, 1] \) when \( v \geq 1 \) and \( y \in (0, 1] \) are fixed. However, from (33) and

\[
\frac{d}{dx} \left( \frac{v - xy}{(v + x^2 y)^3} \right) = -\frac{y v (1 + 9x^2) - 8x^3 y}{(v + x^3 y)^3},
\]

(152)

it follows that \( Q \) decreases in \( x \) near \( x = 0 \) and increases in \( x \) near \( x = 1 \) when \( y \in (-1, 0) \) and \( v \geq 1 \) are fixed (see Figure 3).

Finally, \( Q \) decreases or increases in \( v \) for \( x \in (0, 1] \) and \( y \in [-1, 1] \) according to whether \( v < \) or \( > \frac{1}{2} xy(x^2 + 3) \). Furthermore, we note that

\[
Q(0, y, v) = \frac{4}{3} - \frac{1}{v^2}, \quad -1 \leq y \leq 1, \quad v \geq 1,
\]

(153)
is the limiting value of \( Q_1 \) in (33) as \( a \to \infty \).

For the cases that \( y = \pm 1, v = 1 \), we have the special results

\[
Q(x, 1, 1) = \frac{1}{3} + \frac{1}{4w^2 - 3} + \left( \frac{1}{4w^2 - 3} \right)^2 - \left( \frac{1}{4w^2 - 3} \right)^3,
\]

\[
Q(x, -1, 1) = \frac{1}{3} - \frac{1}{4w^2 - 1} + \left( \frac{1}{4w^2 - 1} \right)^2 + \left( \frac{1}{4w^2 - 1} \right)^3,
\]

where (see Proposition 4)

\[
w = \frac{1}{2} \left( x^{1/2} + x^{-1/2} \right) = \cosh \frac{1}{3} \pi a^2,
\]

so that

\[
\frac{1}{4w^2 - 3} = \frac{\cosh \frac{1}{3} \pi a^2}{\cosh \pi a^2}, \quad \frac{1}{4w^2 - 1} = \frac{\sinh \frac{1}{3} \pi a^2}{\sinh \pi a^2}.
\]

This shows, for instance, that when \( x \) increases from 0 to 1, \( Q(x, 1, 1) \) increases from 1/3 to 4/3 and \( Q(x, -1, 1) \) decreases from 1/3 to 4/27.

### C.4 Effects of Gaussian smoothing

We next present formulas for the quantities

\[
\frac{\iint (W_s * \Phi_\rho)^n(t, f) \, dt \, df}{(\iint (W_s * \Phi_\rho)(t, f) \, dt \, df)^n}, \quad n = 2, 3,
\]

which are required in Sections 3.3 and 4.1. Here we take the signal \( s \) to be the sum of two Gaussians as in (27) with \( w = z = \gamma = 1 \) and \( \Phi_\rho \) to be the 2-d Gaussian (36). Using symplectic transformations as in Section C.1 and the radial symmetry of both the Wigner distribution of \( g(0, 0) \) and \( \Phi_\rho \), it can be shown that the quantities in (158) remain the same when \( s \) is replaced by the signal

\[
2^{\frac{1}{4}} e^{-\pi(t-a''+j\varphi')}^2 + 2^{\frac{1}{4}} e^{-\pi(t+a''+j\varphi')}^2 + j\varphi,
\]

with \( a'' + j\varphi' = \frac{1}{2}(a - c + j(b - d)) \) and \( \varphi = \psi - \pi(a + c)(b - d) \). For the resulting signal (133) we compute

\[
(W_s * \Phi_\rho)(t, f) = \eta e^{-\pi a f^2} \left( e^{-\pi \eta(t-a)^2} + e^{-\pi \eta(t+a)^2} + 2 Re^{-\pi \eta f^2} \cos(2\pi a f + \varphi) \right),
\]

with

\[
\eta = \frac{1}{1 + \rho^2}, \quad R = e^{-\pi \rho a^2}.
\]

Next, with \( x \) and \( y \) as in (32) and

\[
x_1 = e^{-\frac{1}{4} \pi \eta a^2},
\]

the same methods as those employed in Section C.2 yield

\[
\iint (W_s * \Phi_\rho)(t, f) \, dt \, df = 2(1 + x^3 y),
\]
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\[
\int (W_s \ast \Phi_\rho)^2(t,f) \, dt \, df = \eta \left( 1 + x_1^6 + 4Ry x_1^3 + R^2(1 + (2y^2 - 1)x_1^6) \right),
\]

(164)

\[
\int (W_s \ast \Phi_\rho)^3(t,f) \, dt \, df = 2\eta^2 \left[ \frac{1}{3} + x_1^6 + R^2(x_1^7 - x_1^6) + (2Rx_1^7 + 2Rx_1^3) - R^3x_1 - R^3x_1^6y + 4R^2x_1^3y^2 + \frac{4}{3} R^3x_1^9y^3 \right].
\]

(166)

A few additional simplifications lead to the forms

\[
\int (W_s \ast \Phi_\rho)^2(t,f) \, dt \, df = 1 - \frac{1}{2} \left( 1 - R^2 \right) \left( 1 - x_1^6 \right) \left( 1 + x_1^3 \right)^{-2}
\]

(167)

and

\[
\int (W_s \ast \Phi_\rho)^3(t,f) \, dt \, df = \frac{\eta^2}{4} \left[ \frac{4}{3} - \frac{1 - x_1^4}{(1 + x_1^3)^3} \left( x_1^4 - 2R^2x_1^2 + 1 - (x_1^4 - 2R^{-2}x_1^2 + 1)R^3x_1 y \right) \right].
\]

(168)

To obtain (37), we substitute \( \eta = 1, R = x^{3/2}, \) and \( x_1 = x^{1/2}. \)

Finally, we turn to the expression (47) in Section 4.1. The definitions of \( x \) in (32) and of \( x_1 \) in (162) show that we can ignore \( x \) and \( x_1 \) in (167), (168) when \( a \) is sufficiently large (in Figure 6 we have \( a > 2 \), and this is sufficiently large). Hence, replacing the right-hand sides of (167) and (168) by \( \frac{1}{12} \eta^2 \) and \( \frac{1}{4} \eta(1 + R) \), respectively, and using (161), we obtain, to a good approximation, (47).

D Information Lower Bounds

D.1 Proof of Theorem 5

In addition to Young’s Theorem (Lemma 9 in Appendix B above), we will need a relatively recent result of Lieb [19] (in [19], Lemma 9 is sharpened further).

**Lemma 10 (Lieb)** Given \( s \in L^2(\mathbb{R}) \) and \( p \geq 2 \), then

\[
\|W_s\|_p^p \leq \left( \frac{2^{p-1}}{p} \right) \|s\|_2^{2p}
\]

(169)

with equality if and only if \( s \) is Gaussian.

Using first Lemma 9 and then Lemma 10, we have for unit-energy \( s \)

\[
\int C_s^\alpha(t,f) \, dt \, df \leq \|C_s\|_{\alpha}^\alpha \leq \|W_s\|_\alpha^\alpha \|\Phi\|_1^\alpha \leq \frac{2^{\alpha-1}}{\alpha} \|\Phi\|_1^\alpha.
\]

Thus,

\[
H_\alpha(C_s) \geq \frac{1}{1 - \alpha} \log_2 \frac{2^{\alpha-1}}{\alpha} \|\Phi\|_1^\alpha,
\]

and (39) follows.
The bound (40) for the Wigner distribution follows from the same argument but omitting the kernel \( \Phi \). While Gaussian signals saturate the bound (40) for the Wigner distribution (because of the second assertion of Lemma 10), the more general bound (39) may be unattainable for other Cohen’s class TFRs.

\[ (g\# h)(c, d) := \iint g(a, b) h\left( b(c - a), \frac{d}{b} \right) da db \]  
\[ \text{(170)} \]

D.2 Proof of Theorem 6

Since the classical Young’s theorem (Lemma 9) does not apply to the affine smoothing of (42), we begin by stating an analogue matched to the affine convolution

\[ (g\# h)(c, d) := \iint g(a, b) h\left( b(c - a), \frac{d}{b} \right) da db \]  
\[ \text{(170)} \]

defined on the affine group. The following was obtained by specializing the general results of [35, pp. 293–8] to the scalar affine group having group operation “\( \circ \)” defined by \( (a, b) \circ (c, d) := (a + c/b, bd) \), \( b, d > 0 \), and left Haar measure \( da db \). All integrals and norms in the following can be interpreted to run over the upper half-plane \( \mathbb{U} := \mathbb{R} \times \mathbb{R}_+ \) to account for \( b > 0 \) in \( (a, b) \).

**Lemma 11** Let \( 1/p + 1/q = 1/r + 1 \) with \( 1 \leq p, q, r \leq \infty \). When \( g \in L^p(\mathbb{U}) \) and \( h \in L^q(\mathbb{U}) \), we have \( g\# h \in L^r(\mathbb{U}) \) and

\[ \|g\# h\|_r \leq \|g\|_p \|h\|_q. \]  
\[ \text{(171)} \]

While the affine smoothing (42) is not a group convolution proper, the condition for existence and integrability of an affine class TFR follows immediately from this Lemma. Substituting \( \lambda(t, f, 1/f) := \Pi(t, f) \) into (42) immediately yields the form (170) and the conclusion that \( \Omega_s \in L^p(\mathbb{U}) \), \( 1 \leq p \leq \infty \), provided \( W_s \in L^p(\mathbb{U}) \) and \( \lambda \in L^1(\mathbb{U}) \). A change of variable converts the constraint on \( \lambda \) into a constraint on the original kernel \( \Pi \)

\[ \lambda(t, f) \in L^1(\mathbb{U}) \Leftrightarrow \frac{1}{f} \Pi(t, f) \in L^1(\mathbb{U}). \]  
\[ \text{(172)} \]

Now, using first Lemma 11 and then Lemma 10, we have for unit-energy \( s \)

\[ \iint \Omega_s^\alpha(t, f) dt df \leq \|\Omega_s\|_\alpha^\alpha \leq \|W_s\|_\alpha^\alpha \left\| \frac{1}{f} \Pi(t, f) \right\|_1^\alpha \leq \frac{2^{\alpha-1}}{\alpha} \left\| \frac{1}{f} \Pi(t, f) \right\|_1^\alpha. \]  
\[ \text{(173)} \]

Taking logarithms yields the result.

\[ \square \]
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