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Abstract.—Current methods for phylogenetic estimation from aligned sequences assume that the alignment is entirely correct. Regions of an alignment that are judged not to meet this assumption are discarded prior to phylogenetic analysis. This is typically done 'by eye'; there are no recognized or statistically justified methods, and any claimed 'noise reduction' or 'improvement in signal to noise ratio' is unquantifiable. Recent advances in sequence alignment techniques are leading to alignments which have associated probabilities of accuracy of each alignment column. I show how this additional information can be used in maximum likelihood and distance-based phylogenetic analyses in a mathematically justified manner, allowing an objective measure of alignment uncertainty to be incorporated. [Alignment; maximum likelihood estimation; pairwise distances; phylogenetic estimation.]
Current methods for phylogenetic estimation from aligned DNA or amino acid sequences make the assumption that the alignment is 'correct', i.e., that each column of the alignment contains residues that are homologous and shares a common ancestral history with every other column of the alignment. Consequently, sequence alignment is a prerequisite for phylogenetic estimation, and typically regions of an alignment that are not deemed to meet these assumptions are discarded prior to the phylogenetic analysis. The justification is that noise is removed from the phylogenetic signal; while some signal may be lost also, it is hoped that the reduction in noise will more than compensate for this. This process of rejection of alignment regions is generally performed 'by eye'.

Important exceptions to this are methods which simultaneously align sequences and perform phylogenetic estimations, via a model which describes both nucleotide substitutions and processes of insertion and deletion. Examples are the methods of Thorne et al. (1991, 1992) and Mitchison and Durbin (1995). The distinction between these methods and methods which iterate between alignment and phylogenetic estimation steps (e.g., Hein, 1990) is important here, since in the latter each application of the phylogenetic estimation step still assumes that the result of the preceding alignment step is correct. Unfortunately, the simultaneous methods are not yet practical for realistic data sets.

Sequence alignment methods are becoming increasingly probabilistic, being based on models of substitution, insertion and deletion instead of on empirical heuristics. In particular it is becoming possible to estimate the probability that an alignment column is correct. The intention of this paper is to describe a method of phylogenetic analysis that can use such probabilities in a well-justified manner to calculate appropriately the contribution each alignment column should make. Rather than the subjective decision that a column is correct (and may be used for phylogenetic estimation) or wrong (and discarded), probabilities of being correct can be incorporated for all alignment columns. This permits an appropriate assessment of noise, without the need to discard columns and thus phylogenetic information. The method is simple, is applicable to existing maximum likelihood (ML) and distance-based phylogenetic analyses, and adds little computational expense to these methods.
MATeRIALS AND MeTHODS

The proposed new method for incorporating alignment uncertainty into phylogenetic estimation is most easily described in the terms normally used for ML estimation of phylogeny from aligned DNA sequences. Here, every possible nucleotide pattern \( b \) (e.g., the five-sequence pattern AACCG, indicating that the first two sequences have nucleotide A observed at a site, the next two sequences have C at that site, and the fifth sequence has G at that site) has a probability \( p_b \) defined by a model of nucleotide substitution and a candidate phylogeny. Calculation of probabilities \( p_b \) assumes that the patterns \( b \) are from sequences that are correctly aligned. If there are \( n \) sequences, then there are \( 4^n \) possible patterns \( b \). A method for calculating the \( p_b \) has been described by Felsenstein (1981). A data set is described by the patterns \( b_i \) which occur at its sites \( i = 1, 2, \ldots, N \) where \( N \) is the total number of sites in the alignment. The likelihood of the candidate phylogeny is then given by

\[
L = c \cdot \prod_{i=1}^{N} p_{b_i} \tag{1}
\]

or

\[
\log L = \log c + \sum_{i=1}^{N} \log p_{b_i}, \tag{2}
\]

with \( c \) an unimportant constant. ML methods estimate the phylogeny (tree topology and branch lengths, plus any other free parameters such as parameters of the nucleotide substitution model) by finding that candidate phylogeny which maximises \( \log L \).

Now, suppose that we no longer assume that each site of the alignment is necessarily correct. We allow the possibility of events \( E_i \), that the alignment is in error at site \( i \), and their complements \( E_i^C \), that the alignment is correct at site \( i \). The probability that we observe pattern \( b_i \) at site \( i \) is now

\[
\Pr(b_i) = \Pr(b_i, E_i^C) + \Pr(b_i, E_i) \tag{3}
\]

\[
= \Pr(b_i \mid E_i^C) \cdot \Pr(E_i^C) + \Pr(b_i \mid E_i) \cdot \Pr(E_i) \tag{4}
\]

\[
= p_{b_i} \Pr(E_i^C) + (1 - \Pr(E_i^C)) \cdot \Pr(b_i \mid E_i). \tag{5}
\]

(The first equality is derived from the law of total probability; the second and third are simple consequences of the laws of probability.)
Probabilistic measures of alignment accuracy available from some alignment methods (see below for examples) can give estimates, denoted \( f_i \), for the values \( \Pr(E^c_i) \) for sequence alignments. The notation \( \Pr(b_i \mid E_i) \) indicates that in the case of alignment error we might consider the probability of the observed data to be a function of sequence position and/or the observed data at this position. Writing \( g(b_i) \) for estimates of \( \Pr(b_i \mid E_i) \) (see below), equation 5 gives

\[
\Pr(b_i) = f_i p_{b_i} + (1 - f_i) g(b_i).
\]

Intuitively, we can understand equation 6 as follows: with probability \( f_i \) the alignment is correct at position \( i \) and then the probability of observing \( b_i \) is \( p_{b_i} \); with complementary probability \( (1 - f_i) \) the alignment is in error at position \( i \) and some other probability \( g(b_i) \) is associated with observed data \( b_i \). The numerical value of \( f_i \) in a sense 'down-weights' the contribution of the probability \( p_{b_i} \), with greater effect the more likely it is that there is an error in alignment column \( i \).

It is necessary to ensure that the total probability of observing anything at site \( i \) is equal to 1. This is achieved as follows. Since

\[
\Pr(\text{observe anything at site } i) = \sum_{b_i=1}^{4^n} \Pr(b_i)
\]

\[
= \sum_{b_i=1}^{4^n} (f_i p_{b_i} + (1 - f_i) g(b_i))
\]

\[
= f_i \sum_{b_i=1}^{4^n} p_{b_i} + (1 - f_i) \sum_{b_i=1}^{4^n} g(b_i)
\]

\[
= f_i + (1 - f_i) \sum_{b_i=1}^{4^n} g(b_i)
\]

then, setting the right hand side of equation 10 equal to 1, we require

\[
\sum_{b_i=1}^{4^n} g(b_i) = 1.
\]

I propose two schemes satisfying equation 11 for assigning values to the \( g(b_i) \). The first is appropriate for the case that the observed pattern \( b_i \) is assumed to contain no relevant information when the alignment site is wrong. In this case, equation 11 results in the constraint that \( g(b_i) = 4^{-n} \).

The second scheme is suitable for a case in which I assume that \( \Pr(b_i \mid E_i) \) is independent of sequence position \( i \), but that the observed pattern \( b_i \) contains some
relevant information even when there is an error in alignment column \(i\). I imagine the situation that, if an alignment column is wrong, the bases observed in that column share no common evolutionary history but are each independent observations of one sequence site evolving on the underlying phylogeny. For example, if an alignment column \(i\) containing the pattern AACCG is incorrect, \(g(AACCG)\) would be the probability of observing nucleotide A in one sequence; independently (i.e., at a different site) observing nucleotide A in a second sequence; independently observing C in both a third and fourth sequence; and independently observing G in a fifth sequence. In other words, the bases observed in that column are effectively random draws from the equilibrium frequencies of the nucleotides under the nucleotide substitution model currently in use. If pattern \(b_i\) is composed of nucleotides \(b_{i1} b_{i2} \ldots b_{ni}\) (e.g., if \(b_i\) is AACCG then \(b_{i1} = b_{i2} = A, b_{i3} = b_{i4} = C\) and \(b_{i5} = G\), and if the equilibrium nucleotide frequencies are \(\pi_X\) for nucleotide \(X = A, C, G, T\), then the appropriate form becomes:

\[
g(b_i) = \prod_{j=1}^{n} \pi_{bj_i}. \tag{12}\]

For example, \(g(AACCG \mid E_i) = \pi_A^2 \pi_C^2 \pi_G\). This scheme satisfies equation 11 and has been used for all the examples in this paper. Note that this approach is computationally equivalent to assuming that, if the alignment column is incorrect, the bases in that column are related by a tree with infinitely long branches.

More complex schemes for assigning values to the \(g(b_i)\) can be imagined. Even if there are some errors in an alignment column, some significant parts may be correct. However, to accommodate all the possibilities of this sort would require consideration of all possible evolutionary histories (shared or otherwise) of all nucleotides in the relevant alignment columns, which does not appear feasible except perhaps by a simulation approach. This has not yet been investigated.

Assuming independence of the \(\Pr(E_{i}^C)\) or their estimates \(f_i\) (see below), we can now write the likelihood of a candidate phylogeny as

\[
L = c \cdot \prod_{i=1}^{N} (f_i p_{bi} + (1 - f_i) g(b_i)) \tag{13}
\]

or

\[
\log L = \log c + \sum_{i=1}^{N} \log (f_i p_{bi} + (1 - f_i) g(b_i)) \tag{14}
\]
(cf. equations 1 and 2, and using equation 6). Likelihood maximisation can now proceed as usual, using the values of \( f_i \) supplied with the aligned data \( b_i \) and calculating the \( g(b_i) \) according to the chosen scheme as above. The \( p_b \) are calculated in the normal manner, according to the chosen model of nucleotide substitution. In the examples below, the JC69 (Jukes and Cantor, 1969) and HKY85 (Hasegawa et al., 1985) models have been used. There is no reason why the method could not be extended to more complex models of nucleotide substitution, for example models incorporating a Gamma distribution to describe rate heterogeneity across sites (Yang 1994) or to models of amino acid replacements (see, e.g., Lü and Goldman, 1998).

Likelihood maximization over all possible tree topologies can be difficult for data sets containing many sequences. Often in such cases, distance matrix methods are found to be useful. The above methods can be adapted to these approaches also. I have been unable to derive a closed-form formula for pairwise distances (analogous to the familiar \( d_{ij} = -(3/4) \log(1 - 4n_{ij}/3n) \) for the JC69 model) incorporating the \( f_i \) to measure alignment uncertainty. It is, however, simple and fast to estimate pairwise distances as the ML branch lengths of the (trivial) trees relating the sequence pairs. This can be done using the \( f_i \) as described above, and the resulting pairwise distances then used with the preferred distance-based phylogenetic estimation method. An example using this procedure is given below.

It is also possible to adapt the new methods described here to alignment columns containing gaps. Such columns are often removed prior to phylogenetic analysis, but it is possible to treat the gapped residues as missing data. This option is available, for example, in the ML programs in the PHYLIP package (Felsenstein, 1995), and is equivalent to considering the non-gapped residues in a column as having evolved on that part of the phylogeny under consideration which remains after all branches leading to the sequences containing gaps in that column are removed (Joseph Felsenstein, pers. comm.). The same approach can be implemented for the methods described here, with the appropriate \( g(b_i) \) now being the product of equilibrium base frequencies evaluated only for the non-gapped residues in pattern \( b_i \). An equivalent calculation is to assign the value 1 to \( \pi_\cdot \), using the symbol '‐' for 'gap', and use the product over all residues,
including gaps, in column $i$. In this case,

$$g(b_i) = \prod_{j=1}^{n} \pi_{b_{ji}} = \prod_{j=1}^{n} \pi_{b_{ji}}.$$ \hspace{1cm} (15)

For example, $g$(AAC-G) = $\pi_{A}^{2} \pi_{C} \pi_{G}$. An example of this approach is given below.

**RESULTS AND DISCUSSION**

*ML Estimation of PEPCK Phylogeny*

The first example illustrates the use of the new methods described above for ML phylogeny estimation. A set of 18 Lepidopteran phosphoenolpyruvate carboxykinase (PEPCK) DNA sequences was used, as studied by Friedlander et al. (1996) and Goldman et al. (1998). These sequences are available by anonymous ftp from ftp://ftp.ebi.ac.uk/pub/databases/embl/align/ds24063.dat. A new multiple alignment was created using a novel hidden Markov model method (Holmes and Durbin, 1998; Ian Holmes, pers. comm.). This method computes the probability that each site of each sequence is placed in the correct column of the multiple alignment; multiplying these probabilities across all non-gapped sites for each alignment column $i$ gives the estimates $f_i$ that the alignment column is correct.

The initial multiple alignment of the 18 PEPCK sequences, referred to as the PEPCK$_{625}$ data set, consisted of 625 alignment columns. A second data set, PEPCK$_{495}$, was formed by removing all columns containing any gaps; this left 495 alignment columns. Graphical representations of the $f_i$ for both PEPCK data sets are shown in Figure 1.

The two PEPCK data sets were analysed using the HKY85 model of nucleotide substitution. The phylogeny and the transition/transversion rate ratio ($\kappa$) were estimated simultaneously by ML. Both data sets were analysed by both the new methods described above, using the measure of alignment uncertainty given by the values $f_i$, and by 'traditional' ML methods (ignoring the $f_i$ or, equivalently, taking all the $f_i$ to equal 1).

The ML tree topology is the same in all four cases, but there are differences in the lengths of branches in the trees. The optimal tree can be represented as $(((T_{ci:a},$
Tba), (Ldi, Tpe)), (Ese, Dgr:b)), (Kgr, Sar)), (Eau, Mca)), ((Mze, Aqu):c, Hps:d), (Bni, ((Aap:c, Cfe:f), (Tpa, Dme:g):h))), where the sequence labels are as described by Friedlander et al. (1996) and a–h represent certain branch lengths referred to in Figure 2 (other branch lengths not shown). For both PEPCK data sets, branch lengths tend to be smaller when the $f_i$ are used to describe alignment uncertainty. Plots of the branch lengths estimated with and without the $f_i$ (Fig. 2) indicate that the branch lengths are reduced by approximately a factor of 0.8 when the $f_i$ are incorporated in the analysis, for both data sets.

Intuition suggests that branch lengths will generally be shorter in analyses using the $f_i$ as described here. The more variation amongst sequences that is observed in a region, the harder it is to align that region accurately. Consequently, poor regions of an alignment (low $f_i$) will tend to be associated with regions of most divergence. If no use is made of the $f_i$, these high levels of divergence will simply be taken as evidence of long branches. However, if the associated relatively low values of $f_i$ are used to down-weight these regions, the high levels of divergence are in effect being partly explained by possible alignment error, and have less tendency to inflate branch length estimates. It would be possible for branch lengths to be increased, for example if values of $f_i$ were low in alignment regions where some sequences were very similar.

An undesirable effect would be to down-weight sites which were correctly aligned but happened by chance to be highly divergent. It is to be hoped that advanced alignment methods will be able to make this distinction. For example, I note that positions 119 and 120 of the PEPCK$_{625}$ data set exhibit patterns TTTTTTTTTTTTTTTT and GCTGTCTACTCTTAGGCC respectively, yet $f_{119} = f_{120} = 0.979$.

Notice that the optimal log-likelihood values are considerably higher when the $f_i$ are used, increasing by over 60 units for both the PEPCK$_{625}$ and PEPCK$_{495}$ data sets (Table 1). This increase is gained without adding any parameters to the model of sequence evolution—the $f_i$ are part of the data, and the $g(b_i)$ are fully determined by the model of nucleotide substitution. However, no statistical tests have yet been attempted to test whether this is a significant improvement for these data. Table 1 also indicates that the estimates of $\kappa$ are higher using the new method described here, but
there is insufficient evidence so far to draw any general conclusions from this.

**ML Estimation of 5S rRNA Phylogeny and Pairwise Distances**

The second example illustrates ML phylogeny estimation and bootstrap analysis and pairwise distance-based phylogeny methods using the new methods described above. A set of six 5S ribosomal RNA (rRNA) sequences was selected, from a bacterium, two plants, a fungus, an amphibian and an insect (see Fig. 3 for details). These are amongst the members of an example data set distributed with Hein's TREEALIGN alignment and phylogeny software (Hein, 1990; software and data available by anonymous ftp from ftp://ftp.ebi.ac.uk/pub/software/unix/trealign.tar.Z). A multiple alignment was created using the method of Holmes and Durbin (1998; Ian Holmes, pers. comm.) with estimated values $f_i$ calculated as before. The original 5S rRNA sequences are all approximately 120 base pairs (bp) long; the multiple alignment consisted of 122 bp.

This data set (including gapped sites) was analysed by ML using the JC69 model of nucleotide substitution, both using the $f_i$ to incorporate alignment uncertainty and ignoring the $f_i$. The resulting phylogenies are shown in Figure 3a, b. Again, there is no difference in the ML tree topology, but branch lengths tend to be slightly smaller when the $f_i$ are used.

Additional analyses were performed to demonstrate other possible uses of the alignment uncertainty measures $f_i$. Noting that each $f_i$ value applies to site $i$, and given the assumed independence of the $f_i$, it is possible to include them in bootstrap analyses (Felsenstein, 1985) simply by associating the appropriate value $f_i$ with the data $b_i$ whenever site $i$ is selected for inclusion in a bootstrap data set. Such an analysis was performed for 1000 bootstraps for these 5S rRNA sequences, both incorporating and ignoring the $f_i$, and the results are given in Figure 3a, b. Notice that in this example the confidence assigned to the (true) groupings (plant1, plant2) and (insect, amphibian) are slightly increased by the use of the $f_i$. This suggests that the new method may be correctly reducing branch length estimates by discounting noise introduced by alignment errors, and consequently increasing ability to distinguish the correct evolutionary relationships. Of course, this one small data set is only meant as an example, and cannot be used to claim general efficacy for the new method. Even in cases where the new methods worked well, bootstrap proportions might increase or
decrease, depending on whether traditional methods were underestimating or overestimating the true signal extracted from the phylogenetic information.

In addition, all 15 possible pairwise alignments were generated using a method based on a model incorporating both nucleotide substitution and insertion and deletion events (Thorne, 1991, 1992; Jeff Thorne, pers. comm.). This method permits the calculation of the probability that each inferred alignment column of an optimal pairwise alignment exists in the true alignment; these probabilities gives the required values $f_i$ appropriate for each pairwise alignment.

In this example, all sites of each pairwise alignment that contained a gap were removed. The pairwise alignments then each consisted of approximately 115 bp. A graphical representation of the $f_i$ for the bacterium–amphibian and bacterium–fungus alignments is shown in Figure 4. ML distances between each pair were computed under the JC69 model of nucleotide substitution, both using the alignment uncertainty as measured by the $f_i$ as described above, and by the usual method that ignores the $f_i$. The resulting pairwise distances are compared in Table 2 and Figure 5. Trees were estimated from these pairwise distance matrices using the method of Fitch and Margoliash (1967), abbreviated to FM. The resulting trees are shown in Figure 3c, d. Notice in this example that the tree topologies estimated by ML methods and FM methods both with and without use of the $f_i$ are slightly different (Fig. 3). Notice also that all three different topologies are wrong: the ML methods are unable to resolve the (fungus, insect, amphibian) grouping; the FM methods resolve the (plant1, plant2, bacterium) grouping incorrectly. These differences are probably due to the short sequence lengths in this example, which is provided solely for illustrative purposes.

In this example, the down-weighting of uncertain alignment columns has again caused distance estimates to be smaller (Table 2; Fig. 5). As before, the explanation presumably is that uncertain regions of the pairwise alignments tend to be associated with regions of high divergence; down-weighting according to alignment uncertainty will tend to reduce the effect of these regions.

**Conclusions**

Molecular sequence alignments are not always correct. Errors introduce phylogenetic 'noise' which may be important in subsequent phylogenetic analyses...
(Morrison and Ellis, 1997; Goldman, 1998). Previously, any allowance for this was performed subjectively, 'by eye', prior to phylogenetic analysis, typically by discarding some sites and assuming all those retained to be 'correct'. The new method described here uses easily-understood probabilities that alignment columns are correct to make objective and appropriate allowance for the alignment uncertainty, and can be applied to ML or distance-based phylogenetic methods.

The allowance for alignment uncertainty is made by what can be considered a form of weighting (compare equations 2 and 14). Weight is given to the pattern $b_i$ observed at site $i$ (and taken from the phylogenetically uninformative alternative represented by $g(b_i)$) according to the probability $f_i$ of its being genuinely derived from the underlying phylogeny. Sitewise weighting has been implemented in parsimony analyses for some time (Swofford et al., 1996), but takes a different form. There, the weights $w_i$ (for each site $i$) are in effect used to indicate site multiplicities (or relative multiplicities): a site with weight 2 is in effect treated as two sites each of weight 1. An equivalent use of such weights in the probabilistic framework used above would replace equations 2 and 14 with $\log L = \log c + \sum_{i=1}^{N} w_i \log p_{b_i}$. Other than as a shorthand for alignment columns that are identical, it is difficult to know what such weights $w_i$ mean, or how they would be derived.

Ideally, estimation of the $f_i$ should be independent from site to site (see above) and independent also of the subsequent phylogenetic analysis. In practice, the $f_i$ are calculated from the data; it is hoped that the information the alignment methods use in doing this is largely independent of the information used in subsequent phylogenetic analyses. In this manner, the method begins to approach the simultaneous alignment and phylogenetic estimation methods of Thorne et al. (1991, 1992) and Mitchison and Durbin (1995). These use the information in a set of sequences more fully, via a unified model of nucleotide substitution and insertion/deletion. In particular, they permit plausible alignments (or, rather, potential hypotheses of the relatedness of sites of each sequence) other than the single optimal one to make a contribution to the phylogenetic estimation. These methods remain computationally impractical for real data sets, however, and while this remains the case the methods described in this paper may find some use.
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Table 1. PEPCK analyses. All analyses are by ML under the HKY85 model. The maximum value of the log-likelihood, log \( \hat{L} \), and the ML estimate of the transition/transversion ratio, \( \hat{\kappa} \), are reported.

<table>
<thead>
<tr>
<th>dataset</th>
<th>analysis method</th>
<th>log ( \hat{L} )</th>
<th>( \hat{\kappa} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEPCK(_{625})</td>
<td>( f_i ) used</td>
<td>-7533.3</td>
<td>2.17</td>
</tr>
<tr>
<td>PEPCK(_{625})</td>
<td>( f_i ) ignored</td>
<td>-7595.0</td>
<td>1.96</td>
</tr>
<tr>
<td>PEPCK(_{495})</td>
<td>( f_i ) used</td>
<td>-6000.1</td>
<td>2.02</td>
</tr>
<tr>
<td>PEPCK(_{495})</td>
<td>( f_i ) ignored</td>
<td>-6064.3</td>
<td>1.85</td>
</tr>
</tbody>
</table>


**Table 2.** 5S rRNA pairwise distances. Sequence labels are as given in Fig. 3. Distances above the diagonal were calculated using the probabilities $f_i$; distances below the diagonal do not use the $f_i$. All are ML distances using the JC69 model, and are reported in terms of the expected number of substitutions per site.

<table>
<thead>
<tr>
<th></th>
<th>bacterium</th>
<th>plant1</th>
<th>plant2</th>
<th>fungus</th>
<th>insect</th>
<th>amphibian</th>
</tr>
</thead>
<tbody>
<tr>
<td>bacterium</td>
<td>0</td>
<td>0.250&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.162&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.844&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.693</td>
<td>1.266&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>plant1</td>
<td>0.579&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0</td>
<td>0.189&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.664</td>
<td>0.616</td>
<td>0.526</td>
</tr>
<tr>
<td>plant2</td>
<td>0.403&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.191&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0</td>
<td>0.433&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.488</td>
<td>0.497</td>
</tr>
<tr>
<td>fungus</td>
<td>0.966&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.664</td>
<td>0.572&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0</td>
<td>0.451</td>
<td>0.483</td>
</tr>
<tr>
<td>insect</td>
<td>0.750</td>
<td>0.616</td>
<td>0.516</td>
<td>0.451</td>
<td>0</td>
<td>0.358</td>
</tr>
<tr>
<td>amphibian</td>
<td>1.390&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.526</td>
<td>0.499</td>
<td>0.483</td>
<td>0.356</td>
<td>0</td>
</tr>
</tbody>
</table>

<sup>a–f</sup>The pairs of distances indicated a–f are also indicated in Figure 5.
FIGURE LEGENDS

FIGURE 1. Probabilities $f_i$ for the PEPCK$_{625}$ and PEPCK$_{495}$ data sets. Grey circles show the values of $f_i$ for sites $i = 1, \ldots, 625$ of the PEPCK alignment. Black points indicate the 495 of these sites which are included in the PEPCK$_{495}$ data set, i.e., which contain no gaps.

FIGURE 2. Comparisons of branch lengths in the PEPCK phylogenies. The $y$-axis gives the estimated branch length when the probabilities $f_i$ are used to ‘down-weight’ sites according to the probability that they are incorrectly aligned, and the $x$-axis gives the corresponding branch length estimate when the $f_i$ are not used. Points labelled $a$–$h$ are as defined in the text. (a) Branch lengths of the phylogeny estimated from the PEPCK$_{625}$ data set. (b) Branch lengths of the phylogeny estimated from the PEPCK$_{495}$ data set.

FIGURE 3. Phylogeny estimates for the 5S rRNA data set. Sequence labels are as follows: bacterium—*Bacillus pasteurii*, plant1—*Equisetum arvense*, plant2—*Secale cereale*, fungus—*Auricularia auricula-judae*, insect—*Drosophila melanogaster*, amphibian—*Xenopus laevis*. Branch lengths are all drawn relative to the common scale bar, which indicates a distance of 0.2 nucleotide substitutions expected per site. (a) ML phylogeny using $f_i$. Bootstrap values of 89% and 100% were observed for two internal branches as indicated. The grouping (fungus, insect, amphibian) was unresolved in 26% of 1000 bootstrap replicates; the true resolution, (fungus, (insect, amphibian)), was recovered in 18% of replicates. (b) ML phylogeny, $f_i$ not used. Bootstrap values are analogous to (a), with the true resolution (fungus, (insect, amphibian)) recovered in 15% of replicates. (c) FM phylogeny using $f_i$. The plant2 sequence lies directly on the branch indicated. (d) FM phylogeny, $f_i$ not used.
FIGURE 4. Probabilities $f_i$ for two pairwise alignments of 5S rRNA sequences. Grey circles show the values of $f_i$ for sites $i = 1, \ldots, 117$ (after gapped sites were removed) of the fungus-bacterium alignment. Black points indicate the values for sites $i = 1, \ldots, 117$ (after gapped sites were removed) of the amphibian-bacterium alignment. (Note that this numbering scheme does not guarantee that a site in the fungus-bacterium alignment corresponds to the same-numbered site in the amphibian-bacterium alignment.)

FIGURE 5. Comparisons of pairwise distances for the 5S rRNA sequences. The $y$-axis gives the estimated pairwise distance when the probabilities $f_i$ are used to ‘down-weight’ sites according to the probability that they are incorrectly aligned, and the $x$-axis gives the corresponding pairwise distance estimate when the $f_i$ are not used. Points are shown for all 15 possible pairwise comparisons, including those labelled $a$–$f$ in Table 2.
Fig. (4)